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Introduction

● Build a suite of neural network algorithms:
○ Fully-Connected Neural Network
○ Convolutional Neural Network

● Datasets Analyzed:
○ Music Notes Datasets (28x28 and 64x64 images)
○ Email Spam Classification Dataset
○ UCI Wine Quality Datasets (Red and White wine examples)

● Goal: Figure out which type of neural network works and does not work for 
each dataset.



Dataset 1: Music Notes Dataset

● 2 balanced datasets of 5000 grayscale images
○ Small (28 x 28)
○ Large (64 x 64)

● Types of notes:
○ Whole 
○ Half
○ Quarter
○ Eighth
○ Sixteenth

● Objective: Classify the note based on each image
● No standardization needed since all features are 

uniform (grayscale pixel values)



Music Notes Dataset: Models Used 

VS

Fully-Connected 
Neural Network 

(FCNN)

Convolutional 
Neural Network 

(CNN)



FCNN - Experimentation Method

● MLPClassifier from Scikit-Learn
● 80-20 train-test splits
● Parameter Grid: 

○ Early stopping: True, False
○ Hidden Layer Sizes: 100, 200, …, 500
○ Activation: Relu, Tanh, Logistic
○ Learning rate: Constant, Inverse-scaling, Adaptive
○ Learning rate init: 0.0001, 0.001, 0.01, 1

● Maximum 50K iterations
● Adam optimizer (default)
● 5-fold CV
● Ran grid search and random search (20 iterations)



CNN - General Experimentation Method 

● Models built using Keras
● 80-20 train-test splits
● Converted note categories (whole, half, quarter, eighth, sixteenth) into 

integers 0-4
● Separate CNN architectures for 28x28 and 64x64 images (next two slides) 

tuned manually (no grid or random search CV)



CNN Architecture (28 x 28 images)

● Conv2D - 32 filters, 3x3 filters, tanh activation, input shape (28,28,1)
● MaxPooling2D - 2x2 pool size
● Conv2D - 40 filters, 1x1 filters, tanh activation, input shape (28,28,1)
● MaxPooling2D - 2x2 pool size
● Conv2D - 50 filters, 11x11 filters, tanh activation
● MaxPooling2D - 2x2 pool size
● Flatten
● Dense layer with 5 class outputs 
● Softmax activation 
● Categorical cross-entropy loss + Adadelta optimizer



CNN Architecture (64 x 64 images)

● Conv2D - 32 filters, 3x3 filters, tanh activation, input shape (64,64,1)
● MaxPooling2D - 2x2 pool size
● Conv2D - 40 filters, 11x11 filters, tanh activation
● MaxPooling2D - 2x2 pool size
● Flatten
● Dense layer with 5 class outputs 
● Softmax activation 
● Categorical cross-entropy loss + Adadelta optimizer



Music Notes Dataset: Model Comparison + Results
● CNN model far superior than FCNN in 

terms of test accuracy
● CNN has much slower training time
● Larger image datasets also slow 

down CV search and training 
(especially for CNNs)

● Key Takeaway: CNNs work best for 
image classification



Dataset 2: Email Spam Classification Dataset

● A dataset with 5172 emails
○ Each row represents an email
○ First column contains email names
○ 3000 columns represents 3000 words
○ Last column contains classification

● 2 classes in the last column
○ 1 represents spam
○ 0 represents not spam

● Objective: determine whether a given email is spam or not

 



Email Spam Classification Dataset: Models Used 

Fully-Connected Neural Network 
(FCNN)

VS

One-dimensional Convolutional Neural 
Network 



FCNN - Experimentation Method

● MLPClassifier from Scikit-Learn
● 80-20 train-test splits
● Parameter Grid: 

○ Early stopping: True, False
○ Hidden Layer Sizes: 100, 150
○ Activation: Relu, Tanh
○ Learning rate: Constant, Adaptive
○ Learning rate init: 0.01, 1

● Maximum 50K iterations
● Adam optimizer (default)
● 5-fold CV
● Ran grid search and random search (32 iterations)



CNN - Experimentation method

● 80-20 train-test splits
● Architecture:

○ Conv2D - 32 filters, 3x3 filters, relu activation, input 
shape (3000,1)

○ MaxPooling2D - 2x2 pool size
○ Conv2D - 40 filters, 11x11 filters, relu activation, input 

shape (28,28,1)
○ MaxPooling2D - 2x2 pool size
○ Flatten
○ Dense layer with 2 class outputs 
○ Sigmoid activation 
○ Binary cross-entropy loss + RMSProp optimizer

● Tuned Manually



Email Spam Classification Dataset: Model Comparison + Results

● Testing accuracies of FCNN 
and CNN are similar

● CNNs were trained slower 
compared to FCNN, but much 
faster comparing to Musical 
Notes Datasets

● FCNN selected by randomized 
search has the best testing 
accuracy



Dataset 3: UCI Wine Quality Dataset

● 2 imbalanced datasets
○ 1599 Red Wine samples
○ 4898 White Wine samples

● 11 predictors:
○ Fixed acidity, volatile acidity, citric acid, 

residual sugar, chlorides, free sulfur dioxide, 
total sulfur dioxide, density, pH, sulphates, 
alcohol

● Goal: Predict wine quality (integer 
ranging from 0 to 10)



UCI Wine Quality Dataset: Models Used 

Fully-Connected Neural 
Network 

(Single Hidden Layer)

Fully-Connected Neural 
Network 

(Multiple Hidden Layers)

VS



Single-Layer FCNN - Experimentation Method

● Scaled dataset using a StandardScaler
● Exact same procedure and parameter grids as FCNN model for Music Notes 

Dataset
● Used grid and random search



Multi-Layer FCNN - Experimentation Method

● Scaled dataset using a StandardScaler
● Used Keras tuners for random search (60 trials, 1 execution per trial)
● Random search architecture grid:

○ Dense layer with 50, 100, …, 400 units + dropout rate 0.2 
○ 1 to 12 dense layers with 50, 100, …, 400 units + dropout rate 0, 0.1, …, 0.5
○ Another dense 50, 100, …, 400 units + dropout rate 0, 0.1, …, 0.5
○ Output dense layer + softmax activation
○ Adam optimization, MSE loss

● Red wines have quality labels 3-8, white wines 3-9
● 100 maximum epochs per trial + batch size 32
● Early stopping criteria - stop if 10 iterations without validation loss improvement
● Saved best models into h5 files
● Did not produce compelling results (probably due to some bug - probably the loss 

function?)



UCI Wine Quality Dataset: Model Comparison + Results

● Single Hidden Layer FCNN has 
much higher test accuracy

● Multiple Hidden Layer FCNN 
underfits due to some bug

● Grid Search CV for Single 
Hidden Layer boosted test 
performance compared to 
Random Search CV

● Red wine models consistently 
outperform white wines

● White wines take longer to train
● Low accuracies overall - why?



UCI Wine Quality Dataset: Why Low Test Accuracy?

● Weak correlations between predictors (left)
● Imbalanced Class Distributions (right)



Conclusion

● Analyzed 3 Datasets: Music Notes Classification, Spam Classification, and 
Wine Quality.

● CNNs work well for image-based datasets (Music Notes Classification)
● FCNN is suitable for datasets that are densely populated by zero
● Larger size -> longer training/fitting times
● Weak inter-predictor correlations + Unbalanced dataset -> Poor 

Generalization Performance 




