Lab 3: Sorting
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Nội dung tiếp theo gồm trình bày ý tưởng, mã giả và độ phức tạp của từng thuật toán sắp xếp. Các thuật toán dưới đây chỉ sắp xếp thành mảng tăng dần. Cách sắp xếp giảm dần sẽ tương tự như vậy.

1. Selection sort
   1. Ý tưởng:

Tổng quát, lần lượt chọn (select) phần tử nhỏ nhất, nhỏ nhì,…. và rồi lần lượt đưa chúng về đầu mảng.

Cụ thể, chia mảng ra hai phần: phần đầu đã được sắp xếp, phần còn lại là chưa được sắp xếp. Ban đầu, chưa có phần tử nào trong phần được sắp xếp. Lần lượt tìm phần tử nhỏ nhất trong phần chưa sắp xếp và thêm nó vào cuối của phần được sắp xếp.

* 1. Mã giả:

Bước 1: Duyệt qua từng phần tử của mảng theo thứ tự.

Bước 2: Tìm vị trí phần tử nhỏ nhất của phần chưa được sắp xếp bằng cách, duyệt qua phần còn lại của mảng (tính từ phần tử đang xét ở bước 1 về cuối mảng).

Bước 3: Hoán đổi giá trị tại phần tử đang xét ở bước 1 và phần tử nhỏ nhất tìm được ở bước 2.

* 1. Độ phức tạp thời gian: do có 2 vòng lặp lồng nhau nên độ phức tạp:
     1. Trung bình:
     2. Tốt nhất:
     3. Xấu nhất
  2. Độ phức tạp không gian: do sắp xếp trực tiếp trên mảng

1. Insertion sort
   1. Ý tưởng:

Nhìn chung, thuật toán khá giống với việc xếp bài. Mỗi lần bốc được một lá bài mới, chèn (insert) nó vào trong đống bài đã được sắp xếp.

Cụ thể, chia mảng ra hai phần: phần đầu đã được sắp xếp, phần còn lại là chưa được sắp xếp. Ban đầu, chưa có phần tử nào trong phần được sắp xếp. Lần lượt lấy từng phần tử của phần chưa được sắp xếp, thêm nó vào phần đã được sắp xếp. Do phần đã được sắp xếp, nên thêm một phần tử mới vào, bằng cách, duyệt qua từng phần tử và tìm vị trí mà phần tử mới có thể thêm vào.

* 1. Mã giả:

Bước 1: Duyệt qua từng phần tử của mảng.

Bước 2: Nếu phần tử tại bước 1 nhỏ hơn phần tử liền trước thì đưa phần tử lớn hơn về sau. Lặp lại bước 2 nếu vị trí mới thỏa điều kiện. Nếu không sang bước 3.

Bước 3: Gán vị trí trống bằng với giá trị phần tử tại bước 1.

1. Độ phức tạp: do có 2 vòng lặp lồng nhau nên độ phức tạp:
   * 1. Trung bình:
     2. Tốt nhất: trong trường hợp mảng đầu vào đã được sắp xếp sẵn. Ta không cần tìm vị trí phù hợp để chèn.
     3. Xấu nhấttrong trường hợp mảng đầu vào đã được sắp xếp theo thứ tự ngược lại.
   1. Độ phức tạp không gian: do sắp xếp trực tiếp trên mảng.
2. Bubble sort
   1. Ý tưởng:

Nhìn chung, thuật toán khá giống với việc những quả bong bóng (bubble) ở trong nước nổi dần dần lên. Quả bóng nào nhẹ hơn sẽ nổi lên trước hay phần tử nào nhỏ hơn sẽ được đưa dần về đầu mảng.

Cụ thể, lần lượt duyệt các cặp phần tử kề nhau, thay đổi vị trí của chúng nếu sai thứ tự.

* 1. Mã giả:

Bước 1: Duyệt các cặp phần tử liền kề từ cuối mảng về đầu. Nếu 2 phần tử kề nhau mà sai thứ tự, hay phần tử ở sau nhỏ hơn thì thay đổi giá trị của 2 phần tử đó (phần tử giá trị nhỏ nổi lên đầu).

Bước 2: Tiếp tục lặp lại bước 1, đưa dần phần tử nhỏ về đầu cho đến khi mảng được sắp xếp.

* 1. Độ phức tạp: do có 2 vòng lặp lồng nhau nên độ phức tạp:
     1. Trung bình:
     2. Tốt nhất:: trong trường hợp mảng đầu vào đã được sắp xếp sẵn. Có thể cái tiến lên bằng cách, sau khi duyệt vòng lặp lần 2, nếu không có 2 phần tử nào sai vị trí thì không cần duyệt các lần sau nữa.
     3. Xấu nhất: trong trường hợp mảng đầu vào đã được sắp xếp theo thứ tự ngược lại.
  2. Độ phức tạp không gian: do sắp xếp trực tiếp trên mảng.

1. Shaker sort
   1. Ý tưởng:

Shaker sort hay có tên gọi khác là cocktail sort. Thuật toán giống như một phiên bản biến thể của bubble sort.

Thuật toán sẽ lần lượt đưa các phần tử nhỏ nhất về đầu và các phần tử lớn nhất về cuối cùng một lúc thay vì chỉ đưa phần tử nhỏ nhất về đầu giống bubble sort. Thao tác đó giống như đang lắc (shake) ly *cocktail* để đưa phần tử bé nhất với lớn nhất ra xa nhau hay về 2 đầu của mảng.

* 1. Mã giả:

Tương tự bubble sort.

Bước 1: Duyệt từ đầu về cuối, nếu 2 phần tử liền kề nhau sai thứ tự thì đổi chỗ.

Bước 2: Duyệt từ cuối về đầu, nếu 2 phần tử liền kề nhau sai thứ tự thì đổi chỗ.

Bước 3: Thực hiện lại bước 1, 2 nếu mảng vẫn chưa sắp xếp xong.

* 1. Độ phức tạp: tương tự với bubble sort trong trường hợp mảng đầu vào ngẫu nhiên. Trong một số trường hợp nhanh hơn bubble sort 2 lần.
     1. Trung bình:
     2. Tốt nhất:
     3. Xấu nhất:
  2. Độ phức tạp không gian: do sắp xếp trực tiếp trên mảng.

1. Shell sort
   1. Ý tưởng:

Thuật toán giống như là một biến thể khác của insertion sort. Trong khi insertion sort sẽ đưa phần tử từng bước về phía trước, Shell sort có thể di chuyển các phần tử về đúng vị trí trong ít bước hơn. Với mỗi giá trị gap giảm dần, Shell sort sẽ dần dần biến tất cả các mảng con độ dài gap được sắp xếp.

Thông tin thêm: Shell sort được đặt tên theo nhà toán học Donald Shell.

* 1. Mã giả:

Bước 1: Khởi tạo gap là một giá trị lớn và lần lượt giảm dần về 1.

(có nhiều cách giảm khác nhau, tham khảo tại link: <https://en.wikipedia.org/wiki/Shellsort#Gap_sequences> )

Bước 2: Làm tương tự như insertion sort. Mỗi lần sẽ thêm phần tử mới vào mảng đã sắp xếp sẵn cách phần tử hiện tại là gap.

* 1. Độ phức tạp: do có 2 vòng lặp lồng nhau nên
     1. Trung bình:
     2. Tốt nhất:
     3. Xấu nhất:
  2. Độ phức tạp không gian: do sắp xếp trực tiếp trên mảng.

1. Heap sort
   1. Ý tưởng:

Heap sort dựa trên cấu trúc dữ liệu Binary Heap (hàng đợi có ưu tiên). Heap sort khá tương tự với selection sort bởi vì heap sort cũng sẽ tìm các giá trị nhỏ nhất của mảng và đưa về đầu. Nhưng thay vì duyệt tất cả mảng để tìm phần tử nhỏ nhất, heap sort sẽ dùng Binary Heap để cải tiến việc tìm đó lên rất nhanh

Tại đây, bài viết sẽ không đi sâu vào cấu trúc dữ liệu Binary Heap. Đọc giả có thể tìm hiểu thêm tại đây: <https://www.geeksforgeeks.org/binary-heap/>

Về cơ bản Binary Heap sẽ tái cấu trúc mảng thành dạng heap (heapify) và tìm phần tử lớn nhất trong O(logN)

* 1. Mã giả:

Bước 1: tái cấu trúc mảng (build max-heap)

Bước 2: lần lượt hoán đổi giá phần tử lớn nhất (nằm ở đầu mảng) và phần tử cuối cùng của mảng. Sau đó heapify lại mảng (trừ phần tử cuối).

Bước 3: lặp lại bước 2 cho tới khi tất cả được sắp xếp.

* 1. Độ phức tạp: Thao tác heapify sẽ tốn O(logn) nên độ phức tạp:
     1. Trung bình: O(nlogn)
     2. Tốt nhất: O(nlogn)
     3. Xấu nhất: O(nlogn)
  2. Độ phức tạp không gian: do sắp xếp trực tiếp trên mảng.

1. Merge sort
   1. Ý tưởng:

Thuật toán ap dụng tư tưởng chia để trị, nghĩa là, để sắp xếp được toàn bộ mảng, ta cần chia đôi mảng cần sắp xếp. Gọi đệ quy việc sắp xếp cho 2 mảng con. Lại tiếp tục chia đôi mảng con đó và gọi đệ quy. Ta chia cho đến khi nào mảng còn 1 phần tử (đã được sắp xếp). Khi có được 2 mảng còn đã được sắp xếp tăng dần, tìm cách kết hợp (merge) 2 mảng con đó lại thành một mảng được sắp xếp.

Còn về chia để trị là gì có thể tìm hiểu thêm tại link: <https://www.geeksforgeeks.org/divide-and-conquer-algorithm-introduction/>

* 1. Mã giả:

Bước 1: Tạo hàm mergeSort(arr, l, r). Bên trong hàm ta chia mảng arr làm 2 nửa ngăn cách bởi vị trí m = (l + r)/2. Gọi đệ quy mergeSort(arr, l, mid) và mergeSort(arr, mid + 1, r) và gọi hàm merge(arr, l, r) để kết hợp 2 nửa đã sắp xếp lại.

Bước 2: Tạo hàm merge(arr, l, r).

* Tạo 2 mảng L[], R[] trích từ nửa đã sắp xếp của arr. Tạo 2 con trỏ, trỏ đến 2 vị trí đầu tiên của mảng. Khi đó 2 con trỏ này nhỏ nhất.
* Nếu giá trị tại con trỏ nào nhỏ hơn thì thêm phần tử đó vào mảng arr. Lăp lại thao tác này cho đến khi có một con trỏ đi hết mảng của nó.
* Thêm tất cả những phần tử trong mảng nào chưa được thêm vào arr.
  1. Độ phức tạp: mỗi thao tác merge sẽ tốn độ phức tạp O(n). Nhưng có thực hiện tối đa O(logn) thao tác merge (do mỗi lần chia đôi mảng). Nên độ phức tạp:
     1. Trung bình: O(nlogn)
     2. Tốt nhất: O(nlogn)
     3. Xấu nhất: O(nlogn)
  2. Độ phức tạp không gian: do mỗi lần gọi merge() đều cần tạo 2 mảng L[], R[].

1. Quick sort
   1. Ý tưởng:

Tương tự như merge sort, ta cũng sẽ áp dụng tư tưởng chia để trị. Đầu tiên, ta chọn một vị trí chốt (pivot) là giá trị chia cắt mảng. Đưa những phần tử nào nhỏ hơn giá trị tại pivot về nửa trước, những giá trị lớn hơn giá trị tại pivot về nửa sau. Gọi đệ quy, tìm cách sắp xếp cho 2 nửa của mảng. Khi đó ta sẽ được mảng tổng đã được sắp xếp.

Cái tên “Quick sort” đến từ việc thuật toán này có thể sắp xếp một cách hiệu quả và nhanh hơn các thuật toán thông thường khác.

* 1. Mã giả:

Tạo hàm quickSort(arr, l, r). Trong hàm gồm:

Bước 1: khởi tạo pivot bằng giá trị tại vị trí ở giữa l, r. Tạo 2 con trỏ tại vị trí l, r.

Bước 2: lần lượt cho các con trỏ chạy vào giữa.

Bước 3: nếu tồn tại cặp giá trị tại con trỏ nằm sai vị trí so với pivot. Thực hiện hoán đổi giá trị tại 2 con trỏ đó.

Bước 4: thực hiện lại bước 2 cho đến khi 2 con trỏ vượt qua nhau.

Bước 5: Gọi đệ quy hàm quickSort() cho 2 nửa của mảng.

* 1. Độ phức tạp: trong trường hợp tổng quát, thuật khá giống với merge sort, cũng chia đôi mảng và cũng chạy con trỏ để duyệt qua mảng nên độ phức tạp
     1. Trung bình: O(nlogn)
     2. Tốt nhất: O(nlogn)
     3. Xấu nhất: O(nlogn)
  2. Độ phức tạp không gian: do sắp xếp trực tiếp trên mảng.

1. Counting sort
   1. Ý tưởng:

Counting sort sẽ đếm (counting) và lưu lại số lần xuất hiện của tất cả các phần tử trong mảng. Sau đó, sẽ duyệt qua mảng đánh dấu đó từ nhỏ tới lớn để sắp xếp lại mảng.

* 1. Mã giả:

Bước 1: Tìm số lớn nhất max trong mảng.

Bước 2: Khởi tạo mảng counter[] có max phần tử và các giá trị bằng 0

Bước 3: Duyệt qua từng phần tử trong mảng đã cho. Tăng counter[] lên 1 đơn vị.

Bước 4: Sau khi duyệt xong bước 3. Xóa tất cả phần tử a[] .Duyệt qua từng phần tử trong mảng counter[i]. Nếu counter[i] > 0 thì thêm counter[i] lần các giá trị i vào mảng a[].

* 1. Độ phức tạp: bằng tổng số lần duyệt của 2 vòng duyệt
     1. Trung bình: O(n + k) với k là giá trị lớn nhất của mảng
     2. Tốt nhất: O(n) khi k nhỏ hơn n
     3. Xấu nhất: O(k) với k lớn có thể lên đến
  2. Độ phức tạp không gian: do cần tạo thêm mảng counter[] để đếm.

1. Radix sort
   1. Ý tưởng:

Radix sort là thuật toán nhanh hơn tất cả những thuật toán ở trên. Độ phức tạp của nó chỉ là tuyến tính. Còn các thuật toán nhanh ở trên (merge sort, quick sort,..) chỉ là , ngoài ra, counting sort có độ phức tạp là nhưng trong trường hợp các giá trị là từ 1 tới thì counting sort sẽ tốn .

Quay trở lại với ý tưởng radix sort. Bản chất radix sort vẫn sẽ dựa trên counting sort hoặc các thuật toán sort “ổn định” khác để sắp xếp mảng theo từng chữ số (radix: cơ số), bắt đầu chữ số ít ảnh hưởng nhất.

Thuật toán sort “ổn định” nghĩa là khi tồn tại 2 phần tử bằng nhau thì thuật toán sort vẫn giữ tính thứ tự xuất hiện của nó. Ví dụ như bubble sort, insertion sort, merge sort, couting sort,…

* 1. Mã giả:

Bước 1: Duyệt qua từng cơ số của mảng, từ hàng đơn vị, tới các hàng lớn hơn.

Bước 2: Gọi thuật toán counting sort cho mảng, nhưng chỉ xét cho các chữ số cần xét.

* 1. Độ phức tạp: do dựa trên thuật counting sort và đã giới hạn lại giới hạn cho couting sort. Nên độ phức tạp:
     1. Trung bình: O(n)
     2. Tốt nhất: O(n)
     3. Xấu nhất: O(n)
  2. Độ phức tạp không gian: do cần tạo mảng tạm cho counting sort.

1. Flash sort:
   1. Ý tưởng:

Flash sort sẽ gồm 3 phần: phân lớp dữ liệu, hoán vị toàn cục, sắp xếp cục bộ. Tóm gọm lại, flash sort sẽ chia mảng ban đầu ra thành nhiều lớp, hoán vị các vị trí trong mảng để các phần tử về đúng lớp, sau đó, sắp xếp trên từng lớp.

* 1. Mã giả:

Bước 1:Phân lớp dữ liệu:

* Tìm giá trị nhỏ nhất minVal và giá trị lớn nhất maxVal trong mảng.
* Tạo mảng L[] có m phần tử tương ứng với m lớp. (m = 0.43n). Ban đầu các phần tử mảng L[] bằng 0. L[i] sẽ lưu số phần tử có trong lớp i.
* Duyệt qua các phần tử, nếu a[k] phần tử thuộc lớp k thì tăng L[k] lên 1 đơn vị. Với
* Tính vị trí kết thúc của mỗi lớp là .

Bước 2: Hoán vị toàn cục: Mỗi khi thấy một phần tử nằm sai lớp, ta lấy phần tử đó ra di chuyển về đúng lớp của nó và đồng thời lấy ra phần tử đang chiếm chỗ trong lớp của nó, tiếp tục đưa nó về vị trí đúng. Lặp lại liên tục cho đến khi nó không cần chuyển đi đâu nữa.

Bước 3: Sắp xếp cục bộ: Có thể dùng thuật insertion sort (do các phần tử không quá lớn) để sắp xếp lại cho từng phần lớp.

* 1. Độ phức tạp:
     1. Trung bình: O(n)
     2. Tốt nhất:O(n)
     3. Xấu nhất: O(n)
  2. Độ phức tạp không gian: do cần tạo mảng tạm cho việc lưu các lớp.

Nhận xét: Có thể thấy với một bộ dữ liệu bất kì, thì khi n rất lớn, lớn hơn 300000. Sự khác biệt của các nhóm thuật toán O(n^2) với O(nlogn) bắt đầu rõ rệt. Khi n bằng 500000, bubble sort chạy tốn thời gian nhất, khoảng 1800 giây. Shaker sort là biến thể của bubble sort nên nhanh hơn khoảng 1500 giây. Nhưng trong một số trường hợp shaker sort chậm hơn (tại 300000). Ngoài ra, 2 thuật toán selection sort và insertion sort tuy cùng nhóm thuật toán O(n^2) với bubble sort nhưng chạy nhanh hơn khá nhiều. Cụ thể, tại n bằng 500000, selection sort chạy trong khoảng 500 giây, insertion sort chạy trong khoảng 200 giây. Nhanh hơn 6 đến 9 lần so với bubble sort.

Nhận xét: Có thể thấy selection sort và bubble sort đều vươn lên dẫn đầu so với các thuật còn lại, khoảng 500 giây khi n bằng 500000. Trong khi đó, các thuật toán O(n^2) khác lại không tốn thời gian nhiều. Bởi vì cách cài đặt selection sort và bubble sort trong mã nguồn chưa có cải tiến. Cải tiến bằng cách, khi mảng đầu vào đã sắp xếp xong, hoặc không có gì thay đổi sau 1 lần lặp thì ta sẽ ngừng lại và không tiếp tục sort nữa. Sở dĩ, bubble sort và selection sort có thời gian tương đương nhau là do ý tưởng và cách cài đặt khá là giống nhau. Nhìn chung các thuật rất tốt khi chạy với Nearly sorted input khi đã cải tiến.

Tương tự như với Nearly sorted input, thuật toán bubble sort và selection sort chưa được cải tiến nên dẫn đến việc chạy lâu hơn so với các thuật O(n^2) khác. Các thuật toán không phải O(n^2) vẫn chạy ổn định.

Nhận thấy rằng, khi thuật toán đã được sắp xếp sẵn nhưng ngược lại, 2 thuật toán shaker sort và insertion sort, tuy chạy tối ưu trong trường hợp được sắp xếp đúng thứ tự, nhưng vẫn chưa tối ưu khi thứ tự ngược lại. Ngoài ra, thuật shaker sort và selection sort chậm nhất, tốn khoảng 1100 giây. Trong khi 2 thuật toán O(n^2) là bubble sort và intertion sort chạy nhanh hơn gấp đôi, khoảng 400 giây. Các thuật toán không phải O(n^2) vẫn chạy ổn định.

Nhận xét: Với dữ liệu đầu vào là 1 mảng bất kì, nhìn vào biểu đồ có thể thấy 4 thuật toán chạy tốn nhiều lần so sánh nhất chính là 4 thuật toán trong nhóm O(n^2). Hiển nhiên, vì thuật toán đơn giản dẫn đến việc chạy chậm hơn và so sánh nhiều hơn. Các thuật toán ngoài nhóm O(n^2) tối ưu hơn, nhanh hơn và so sánh ít hơn. Ít đến nỗi gần như không xuất hiện trên biểu đồ khi so sánh với các thuật toán O(n^2).

Với dữ liệu Nearly sorted input, có thể nhìn 2 thuật toán selection sort và bubble sort là có nhiều phép so sánh nhất. Điều trên là phù hợp với sự thật là 2 thuật toán trên cũng là 2 thuật toán chạy lâu nhất trong biểu đồ thời gian tương ứng. Và đương nhiên, khi 2 thuật toán trên được cải tiến, thì cũng sẽ ít phép so sánh hơn. Sở dĩ 2 thuật này có số phép so sánh khá giống nhau, bởi vì, giống như việc giống nhau về thời gian đã nêu ở trên.

Tương tự như với Nearly sorted input, thuật toán bubble sort và selection sort cần rất nhiều sự so sánh. Nếu cải tiến, sẽ ít hơn và gần như nhanh hơn các thuật toán khác.

Một điều bất ngờ, là số phép so sánh của 4 thuật toán nhiều nhất gần như là giống nhau và khi n bằng 500000, số phép so sánh rất cao lên đến khoản 250 tỷ lần so sánh. Do cả 4 thuật toán chạy trong 2 vòng lặp và mỗi vòng lặp chạy n lần nên có tổng cộng khoảng n^2 là 250 tỷ lần so sánh.

Nhận xét chung:

Nhìn chung, với số lượng phần tử nhỏ, khoảng 50 000, sự chênh lệch tốc độ cũng như là số phép so sánh giữa các thuật toán là không đáng kể, rất nhỏ.

Nhưng khi độ lớn lên đên 100 000, 500 000 hoặc hơn. Sự chênh lệch đó bắt đầu lộ ra rất rõ khi chạy bộ dữ liệu Randomize input. Qua đó, cho ta thấy độ khác biệt giữa các thuật toán O(n^2) và các thuật toán O(n log n).

Khi mảng đầu vào được sắp xếp sẵn, hoặc gần như sắp xếp thì đa số các thuật toán sẽ chạy tốt. Riêng với một số thuật toán O(n^2), cần phải cải tiến lên thì độ phức tạp đối với loại dữ liệu này gần như là O(n).

Riêng đối với mảng đầu vào là sắp xếp nhưng thứ tự ngược lại, thì các thuật O(n) vẫn chạy ổn định. Các thuật toán O(n^2) sẽ chạy chậm và tốn nhiều thời gian.

Trong các bài toán thực tế, nếu yêu cầu không chặt chẽ về thời gian hoặc thì có thể dùng thuật toán với độ phức tạp O(n^2) như selection sort, bubble sort,… Vì các thuật này cho ta sự ổn định.

Nếu cần sự yêu cầu chặt về thời gian thì có thể dùng các thuật toán với độ phức tạp nhanh hơn như quick sort, merge sort, heap sort,…

Nếu cần sự nhanh hơn nữa có thể sử dụng counting sort hoặc radix sort với độ phức tạp gần như O(n) nhưng phải đánh đổi vì sử dụng bộ nhớ nhiều và cẩn thận trường hợp giá trị rất lớn khi dùng counting sort.

Thuật toán flash sort có vẻ như đáp ứng được tất cả những điều trên với độ phức tạp nhanh, gần như O(n) và bộ nhớ ít nhưng vẫn có điểm yếu là cài đặt rất phức tạp. Có thể sử dụng trong các dự án khổng lồ, các dự án Big Data,….

**Tổ chức file:**

Do đề bài gồm các yêu cầu: thực hiện experimental, đếm thời gian các thuật toán, đếm số phép so sánh của các thuật toán, và đọc chương trình tư command line. Nên từ đó ta chia thành 4 file C++ header để xử lý các công việc. Ngoài ra, còn 1 file header có sẵn là DataGenerator.h mục đích để sinh ra dữ liệu cho mảng với 4 kiểu là sorted, nearly sorted, randomize và sorted reversed.

Experimental.h: để thực hiện yêu cầu chạy tất cả thuật toán và in những dữ liệu về thời gian chạy, số phép so sánh ra 1 file csv để dễ quản lý.

SortAlgorithm.h: để lưu các hàm để sắp xếp mảng sinh ra từ file DataGenerator.h với các loại thuật toán sắp xếp khác nhau. Các hàm này được dùng để đếm thời gian chạy của các thuật toán.

SortAlgorithmWithCount.h: để lưu tất cả các hàm sắp xếp nhưng mà có thêm biến đếm để đếm số lượng các phép so sánh mà mỗi thuật toán cần thực hiện. Còn về phần logic của code vẫn giống y chang trong file SortAlgorithm.h. Sở dĩ phải như thế, bởi vì, khi cho chạy thử với mảng nhỏ và có thêm biến đếm vào trong hàm, thời gian sẽ gần như tăng gấp đôi. Do đó, để tránh việc sai số về thời gian, ta cần 2 hàm sort, 1 để đo thời gian và 1 để đếm số phép so sánh.

CommandLine.h: để điều hướng các command nhập từ người dùng. Phân chia ra thành các “route” nhỏ hơn cho các command. Đồng thời, cũng thực hiện các logic của command đó.