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### Include libraries

suppressMessages(library(dplyr))  
suppressMessages(library(pROC))  
suppressMessages(library(party))  
suppressMessages(library(caret))  
suppressMessages(library(xgboost))  
suppressMessages(library(randomForest))  
suppressMessages(library(miscTools))

### Load data

setwd("..")  
customerInfo = read.csv("Data/customerInfo.csv")  
tableE = read.csv("Data/tableE.csv")

### Clean data

set.seed(123) # For reproducibility  
colnames(tableE)[colnames(tableE) == "Company"] = "Customer.ID"  
  
pool = merge(customerInfo, tableE, by = "Customer.ID")  
rm(customerInfo, tableE)  
  
pool$Customer.Size = as.factor(pool$Customer.Size)  
pool$Closed\_Time = as.integer(as.Date(pool$Closed) - as.Date(pool$Open))  
  
pool = pool %>% select(Customer.Size, Open\_Year, Open\_Month,   
 Open\_Day, Closed\_Year, Closed\_Month, Closed\_Day, Closed\_Time)  
  
pool = na.omit(pool)  
n\_classes = length(unique(pool$Customer.Size))

* NOTE: Merging all tables results in an OOM error for tables B and D.

### Split data

split\_index = floor(0.8 \* nrow(pool))  
  
set.seed(123) # For reproducibility  
train\_ind = sample(seq\_len(nrow(pool)), size = split\_index)  
train = pool[train\_ind, ]  
test = pool[-train\_ind, ]  
  
rm(pool)

### Random Forest predicting Customer.Size

#### Model creation and feature importance

set.seed(123) # For reproducibility  
rf\_model = cforest(Customer.Size ~ ., data = train, control = cforest\_unbiased(mtry = 2,   
 ntree = 50))  
vi\_cs = varimp(rf\_model) # get variable importance, based on mean decrease in accuracy  
barplot(vi\_cs)
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#### Get training predictions

set.seed(123) # For reproducibility  
predicted = predict(rf\_model, newdata = train, OOB = TRUE, type = "response")

#### ROC Curve

# ROC curve  
rf\_cs\_auc = auc(as.numeric(train$Customer.Size), as.numeric(predicted))

## Warning in roc.default(response, predictor, auc = TRUE, ...): 'response'  
## has more than two levels. Consider setting 'levels' explicitly or using  
## 'multiclass.roc' instead

## Setting levels: control = 1, case = 2

## Setting direction: controls < cases

rf\_cs\_auc

## Area under the curve: 0.6932

* AUC for the ROC curve is above. This implies that the model has that probability that it will be able to distinguish between positive class and negative class.

#### In-sample Error

# Compute in-sample results  
rf\_cs\_cm = confusionMatrix(predicted, train$Customer.Size)  
rf\_cs\_cm

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1 2 3  
## 0 115 0 1 0  
## 1 1 228 8 7  
## 2 7 11 564 18  
## 3 77 240 380 3779  
##   
## Overall Statistics  
##   
## Accuracy : 0.862   
## 95% CI : (0.8526, 0.8711)  
## No Information Rate : 0.6998   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.6548   
##   
## Mcnemar's Test P-Value : < 2.2e-16   
##   
## Statistics by Class:  
##   
## Class: 0 Class: 1 Class: 2 Class: 3  
## Sensitivity 0.57500 0.47599 0.5918 0.9934  
## Specificity 0.99981 0.99677 0.9920 0.5729  
## Pos Pred Value 0.99138 0.93443 0.9400 0.8443  
## Neg Pred Value 0.98402 0.95166 0.9196 0.9740  
## Prevalence 0.03679 0.08812 0.1753 0.6998  
## Detection Rate 0.02116 0.04194 0.1038 0.6952  
## Detection Prevalence 0.02134 0.04489 0.1104 0.8234  
## Balanced Accuracy 0.78740 0.73638 0.7919 0.7832

* Accuracy is roughly 84%.

#### Get test predictions

set.seed(123) # For reproducibility  
predicted\_test = predict(rf\_model, newdata = test, OOB = TRUE,   
 type = "response")

#### In-sample Error

# Compute in-sample results  
rf\_cs\_cm = confusionMatrix(data = predicted\_test, reference = test$Customer.Size)  
rf\_cs\_cm

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1 2 3  
## 0 32 1 0 1  
## 1 0 65 3 4  
## 2 1 5 152 15  
## 3 23 83 95 879  
##   
## Overall Statistics  
##   
## Accuracy : 0.83   
## 95% CI : (0.809, 0.8496)  
## No Information Rate : 0.6615   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.617   
##   
## Mcnemar's Test P-Value : < 2.2e-16   
##   
## Statistics by Class:  
##   
## Class: 0 Class: 1 Class: 2 Class: 3  
## Sensitivity 0.57143 0.42208 0.6080 0.9778  
## Specificity 0.99847 0.99419 0.9811 0.5630  
## Pos Pred Value 0.94118 0.90278 0.8786 0.8139  
## Neg Pred Value 0.98189 0.93085 0.9174 0.9283  
## Prevalence 0.04121 0.11332 0.1840 0.6615  
## Detection Rate 0.02355 0.04783 0.1118 0.6468  
## Detection Prevalence 0.02502 0.05298 0.1273 0.7947  
## Balanced Accuracy 0.78495 0.70813 0.7945 0.7704

* Test accuracy is roughly 82%, or about 2% lower than that of the training set. There likely isn’t much room for improvement through hyperparameter tuning.

### Random Forest predicting Closed Time

#### Model creation and feature importance

set.seed(123) # For reproducibility  
  
train = train %>% select(Customer.Size, Open\_Year, Open\_Month,   
 Open\_Day, Closed\_Time)  
test = test %>% select(Customer.Size, Open\_Year, Open\_Month,   
 Open\_Day, Closed\_Time)  
  
rf\_model\_ct <- randomForest(Closed\_Time ~ ., data = train, mtry = 3,   
 importance = TRUE, na.action = na.omit)  
print(rf\_model\_ct)

##   
## Call:  
## randomForest(formula = Closed\_Time ~ ., data = train, mtry = 3, importance = TRUE, na.action = na.omit)   
## Type of random forest: regression  
## Number of trees: 500  
## No. of variables tried at each split: 3  
##   
## Mean of squared residuals: 7303.433  
## % Var explained: 55.7

### Feature Importance

varImpPlot(rf\_model\_ct, type = 2)

![](data:image/png;base64,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) \* Importance scores (higher is better).

#### Train Metrics

set.seed(123) # For reproducibility  
rf\_ct\_train\_predictions = predict(rf\_model\_ct, train)  
(r2 = rSquared(train$Closed\_Time, train$Closed\_Time - rf\_ct\_train\_predictions))

## [,1]  
## [1,] 0.7687596

(mse = mean((train$Closed\_Time - rf\_ct\_train\_predictions)^2))

## [1] 3812.327

(rmse = sqrt(mse))

## [1] 61.74405

* Above training performance metrics are above. With a root mean squared error of about 60 days, this may be acceptable for predicting close dates depending on the application.

#### Test Metrics

set.seed(123) # For reproducibility  
rf\_ct\_test\_predictions = predict(rf\_model\_ct, test)  
(mse = mean((test$Closed\_Time - rf\_ct\_test\_predictions)^2))

## [1] 8245.751

(rmse = sqrt(mse))

## [1] 90.80612

* Testing performance metrics are above. This shows that the model might be tuned for better generalization as the train and test performance has a small gap. RMSE for the test set is about 90 days higher than that of the training set.

### Conclusions

It appears that this novel application of random forests shows that some of the data can be well generalized by machine and statistical learning models, but are these applications particularly useful? One feature was engineered, Closed\_Time. This was an elapsed days amount of time between open and closed and it seems that predicting it can be done to 60/90 days RMSE (train/test).

Future work can examine other feature from tables A, B, and D which when joined, cause memory problems on low memory machines. Since we are limited to R, we likely have three paths to work around this memory issue. We could subset from the database, divide data and train different models eventually joining the models, or we can compress the data in the data and then pull, which likely isn’t going to help all that much. Yet, the features from other variables might be improve model performance.

Otherwise, we can also explore other models and algorithms but there may be tradeoffs between interpretability and performance. We can also explore other features such as lag variables which can inform algorithms of a customer’s past transactions.