|  |  |
| --- | --- |
| 교육 제목 | Attention |
| 교육 일시 | 2021.12.08 |
| 교육 장소 |  |
| **교육 내용** | |
|  | **Attention**  : Encoder에 의해 encoding된 정보를 효과적으로 decoder에서 사용할 수 있도록 attention이라는 메커니즘을 도입  **Bahdanau Attention**      **Loung Attention**      **SoftMax** |
|  | **Cross-entropy**          **양방향 LSTM + 어텐션 메커니즘 (IMDB 리뷰데이터)**        **seq2seq with attention 스페인-영어 번역기**    **데이터 전처리**    **토큰화**      **인코더**    **디코더 :2021.12.09진행**  **---------------------------------** |