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# Introduction

The first assignment of the Advanced Multicore Systems course consists on optimizing vector multiplications through the use of OpenMP and SIMD extensions for Intel processors. With this purpose, we profiled the parallelization capabilities of our system, and compared the optimum parallel execution times with sequential execution times.

OpenMP is an API for C/C++ with facilitates shared memory management for parallelization purposes. Through the use of compiler directives, OpenMP takes care of thread creation, load distribution and memory management for parallelization of C/C++ code.

SIMD extension sets have been integrated in consumer CPUs since 1996 (MMX in Intel), and have been upgraded ever since to allow an increasing level of parallelism per core. The best available implementation (AVX2) allows for 256-bit wide operations, enabling up to 8x32bit Floating Point operations per clock cycle, per core.

In the first part of the lab we used OpenMP both for optimizing vector multiplication and matrix multiplication. This report includes the tasks required for this, along with a comparison of results and the respective conclusions.

The second half of the assignment, we used SIMD (SSE and AVX) extensions for x86 with the purpose of achieving higher instruction throughput per core, testing both cases of vector-matrix multiplication and matrix-matrix multiplication.

# Part 1a) Task 1

The first exercise consisted on obtaining the parallel execution time of the vector-matrix multiplication, keeping the size fixed, but changing the number of threads each time. Because the execution time is also dependent on the number of threads, we can observe the exact number of threads that gives the best speedup in our system. Table 1 shows the results for a vector size of 8000, and a number of threads from 1 to 12. The sequential execution ran at an average of 2.504 seconds, which is the baseline used for all the speedup calculations. Figure 1 shows the parallel execution time for each of the number of threads, and Figure 2 does the same for speedup.

Table 1. Parallel execution time and speedup

by number of threads

|  |  |  |
| --- | --- | --- |
| # Threads | Execution time | Speedup |
| 1 | 2.755 | 0.909 |
| 2 | 1.449 | 1.728 |
| 3 | 0.980 | 2.555 |
| 4 | 0.810 | 3.091 |
| 5 | 0.901 | 2.779 |
| 6 | 0.897 | 2.792 |
| 7 | 0.797 | 3.142 |
| 8 | 0.791 | 3.166 |
| 9 | 0.800 | 3.130  Figure 1. Effect of the number of threads on the execution time |
| 10 | 0.828 | 3.024 |
| 11 | 0.831 | 3.013  Figure 2. Effect of the number of threads on the speedup achieved by parallelization |
| 12 | 0.853 | 2.936 |

What is noticeable from the results is that there are two local minima. The first one occurs at 4 threads and the second one at eight threads. The system in which the program was run has 4 cores, but each one has hyper-threading as well. From 1 thread to 4, the improvement comes from using one more core each time (efficiently). After that, it gets slower because at least one core has to run 2 threads (in average), which comes with a noticeable overhead. However when running 8 threads, the 4 cores with hyper-threading (which allows two threads to be run at each core in a somewhat parallel fashion, for a total of 8) are used most efficiently. More than 8 threads, which is the most that could be run in parallel, the overhead of managing the threads (moving them between the ready queue and execution) affects the performance negatively. So effectively, 8 threads is the most suitable for this system.

# Part 1a) Task 2

For the second task we now keep the number of threads constant at the most suitable number, which is 8, and plot the effects of the input size on the execution time. This is done on both the parallel and the serial functions with the purpose of comparing them. Table 1 shows the results. In Figure 3 we can see the comparison of the execution times for the parallel and serial functions in a logarithmic scale. Figure 4 shows the speedup of the parallel version compared to the serial one.

Table 2. Sequential and parallel execution time with speedup by matrix size

|  |  |  |  |
| --- | --- | --- | --- |
| Matrix size (N) | Seq Ex | Parallel Ex | Speedup |
| 10 | 0.000002 | 0.001697 | 0.001179 |
| 20 | 0.000006 | 0.003949 | 0.001519 |
| 40 | 0.000033 | 0.007544 | 0.004374 |
| 80 | 0.000084 | 0.002200 | 0.038182 |
| 160 | 0.000327 | 0.003768 | 0.086783 |
| 320 | 0.001271 | 0.002323 | 0.547137 |
| 640 | 0.007210 | 0.006441 | 1.119391 |
| 1000 | 0.019220 | 0.009433 | 2.037528 |
| 2000 | 0.111796 | 0.036506 | 3.062401 |
| 4000 | 0.540668 | 0.193470 | 2.794583 |
| 8000 | 2.712651 | 0.828773 | 3.273093 |
| 25000 | 32.525736 | 13.382240 | 2.430515 |

Figure 3. Effect of matrix size on sequencial and parallel execution time

Figure 4. Effect of matrix size on speedup

As seen on Figure 3, the parallel execution time is higher for matrix sizes smaller than 640x640. This can be explained by the overhead involved in parallelization. This involves the creation of the 8 threads and the management of these threads by the operating system and the hardware itself. For small sizes, the overhead is big relative to the calculations, so the execution time ends up being bigger. However, the overhead can be considered more or less constant relative to the input size. This means that as the input grows, the effect of the overhead becomes negligible and the parallel execution becomes faster than the sequential.

# Part 1a) Task 3

This task consisted on modifying the current program to execute matrix multiplication. The code for executing the multiplication itself is shown below. Refer to the source code packaged with this report for the rest.

void matrix\_mult\_sq(int size, double \*matrix\_in,

double \*matrix\_in2, double \*matrix\_out){

int rows, cols;

int j;

for(rows=0; rows<size; rows++)

for(cols=0; cols<size; cols++){

matrix\_out[rows\*size + cols] = 0.0;

for(j=0; j<size; j++)

matrix\_out[rows\*size + cols] += matrix\_in[rows\*size + j] \* matrix\_in2[j\*size + cols];

}

}

Figure 5. Matrix multiplication function

The code as it is has a slight problem with the cache. The pointer for the second input matrix, matrix\_in, increases by size, which means that if size is big, it is very possible that the next data is not found in the same cache line, causing more cache misses per inner loop execution. If the output matrix is initialized with zeros beforehand (before the start of the outermost loop), this problem can be solved by exchanging the innermost loop with the middle one. In this way the pointers to the three matrices only increase by one, causing less cache misses per innermost loop execution. For the purpose of this assignment, the code was left as shown, to be faithful to the original code.

# Part 1a) Task 4

The last task consisted on improving the performance of the matrix multiplication code using techniques such as OpenMP, SSE or such. For further improvements over the OpenMP implementation we have used the AVX extension, which supports simultaneous 4 operations on double-precision numbers (64 bit floating point numbers) per CPU core. The application to be benchmarked is the matrix-matrix multiplication as requested at exercise 1a.3).

The theoretical improvement should be 4 over the OpenMP configuration (in our case, 8 threads achieved highest performance, running on a 4-core/8 threads Intel CPU). However, from Figure 6 it can be seen that the maximum speed-up is slightly above 2 over the parallel implementation and aprox. 6.3 over the sequential one.

The implementation details and the code are provided in the updated matrix3.c file. The application was running on an Intel i7-4700MQ quad-core mobile (laptop) CPU, with tuned frequency at 2.5 Ghz for any core count (we had to bypass the Intel TurboBoost technology in order to get relevant results) and 8 GB of dual-channel DDR3 RAM (2x4GB).

Table 3. Results in seconds for running different size (N) matrix x matrix multiplication in the three mentioned implementations. Speed-up results are shown in the two left-most columns.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Matrix size (N) | Sequential (sec) | Parallel (sec) | AVX + FMA (sec) | Speed-up over OpenMP | Speed-up over sequential |
| 384 | 0.5229 | 0.1807 | 0.0972 | 1.8599 | 5.3806 |
| 480 | 0.8463 | 0.2772 | 0.1362 | 2.0342 | 6.2115 |
| 512 | 1.2852 | 0.4540 | 0.2044 | 2.2213 | 6.2884 |
| 640 | 2.4994 | 0.8280 | 0.6106 | 1.3560 | 4.0933 |
| 720 | 2.9814 | 0.9706 | 0.7355 | 1.3195 | 4.0533 |
| 800 | 4.4947 | 1.4029 | 1.1412 | 1.2293 | 3.9386 |
| 1024 | 17.6088 | 4.4478 | 3.3742 | 1.3182 | 5.2187 |
| 2048 | 217.2149 | 64.9183 | 48.7952 | 1.3304 | 4.4516 |

Figure 6. Computed speed-ups where the reference is the AVX with FMA implementation over parallel and sequential code

# Part 1b) Task 1 and Task 2

The SSE (Streaming SIMD Extensions) instruction set extension for the x86 architecture enables 128-bit wide SIMD operations. These operations enable the use of 4x32 bit/2x64 bit special purpose registers for performing the same operation on different data, in parallel. Therefore, using this approach should bring a theoretical improvement of 4 times in mathematical computations, when using single-precision floating-point or 2 times improvement when using double precision.

From our measurements (presented in Table 4), the speed-up increases towards 3.4 when we reach the limit of RAM use (over 4 GB).

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Matrix x vector - original implementation | | | | Implementation with arbitrary N | | | |
| N (matrix / vector size) | Sequential | SSE implementation (seconds) | Speed-up | N (matrix / vector size) | Sequential (seconds) | SSE implementation (seconds) | Speed-up |
| 500 | 0.001741 | 0.0007 | 2.487143 | 499 | 0.0018 | 0.000953 | 1.888772 |
| 1000 | 0.006311 | 0.003036 | 2.078722 | 1001 | 0.006853 | 0.003433 | 1.996213 |
| 2000 | 0.04043 | 0.014827 | 2.726782 | 2002 | 0.048672 | 0.021972 | 2.215183 |
| 4000 | 0.200552 | 0.069973 | 2.866134 | 3999 | 0.237666 | 0.086238 | 2.755931 |
| 8000 | 1.030997 | 0.339643 | 3.035531 | 8001 | 1.070841 | 0.369465 | 2.898356 |
| 16000 | 6.107547 | 1.939832 | 3.148493 | 16002 | 4.616019 | 1.720859 | 2.682392 |
| 32000 | 30.813303 | 9.363833 | 3.290672 | 32000 | 34.879671 | 10.877502 | 3.206588 |

Table 4 Comparison for the results obtained for the original SSE matrix x vector implementation and the arbitrary-size-matrix implementation

void matrix\_mult\_sse(int size, double \*vector\_in,

double \*matrix\_in, double \*vector\_out){

\_\_m128d a\_line, b\_line, r\_line;

int i, j, idx;

int size\_trunc = size - size%2;

for (i=0; i<size\_trunc; i+=2){

j = 0;

b\_line = \_mm\_load\_pd(&matrix\_in[i]);

a\_line = \_mm\_set1\_pd(vector\_in[j]);

r\_line = \_mm\_mul\_pd(a\_line, b\_line);

for (j=1; j<size; j++) {

b\_line = \_mm\_loadu\_pd(&matrix\_in[j\*size+i]);

a\_line = \_mm\_set1\_pd(vector\_in[j]);

r\_line = \_mm\_add\_pd(\_mm\_mul\_pd(a\_line, b\_line), r\_line);

}

for (j=1; j<size; j++) {

\_mm\_store\_pd(&vector\_out[i], r\_line);

}

}

if(size!=size\_trunc) {

j = 0;

b\_line = \_mm\_loadu\_pd(&matrix\_in[size\_trunc]);

a\_line = \_mm\_set1\_pd(vector\_in[j]);

r\_line = \_mm\_mul\_pd(a\_line, b\_line);

for (j=1; j<size; j++) {

b\_line = \_mm\_loadu\_pd(&matrix\_in[j\*size+size\_trunc]);

a\_line = \_mm\_set1\_pd(vector\_in[j]);

r\_line = \_mm\_add\_pd(\_mm\_mul\_pd(a\_line, b\_line), r\_line);

}

for (j=1; j<size; j++) {

double rest[2];

\_mm\_storeu\_pd(rest, r\_line);

vector\_out[size\_trunc] = rest[0];

}

}

}

Code snippet 1 Function for SSE implementation for an arbitrary matrix size (not a multiple of the SIMD)

Figure 7. Optimized matrix size vs arbitrary matrix size comparison in terms of parallel speed-up over the sequential code

The implementation with the arbitrary N size (not multiple of 4) can be viewed in matrix-arbVal.c file and run via run\_sse\_arb\_float.sh. In Figure 7, it can be seen that the handling of corner cases of the arbitrary matrix size adds overhead to the execution (condition checks and/or branches inside the loops), reducing the speed-up over the sequential counterpart.

# Part 1b) Task 3

For this task we have assumed that the change should be done having the reference the code modified for Task 2. Therefore, for good means of comparison, the code has been adapted to perform computation on *double* type, for matrix x vector multiplication with arbitrary N size. The changes can be viewed in matrix-arbVal-double.c file and run via run\_sse\_arb\_double.sh.

We can observe that the speed-up is (as expected) twice as lower (Figure 8), because the level of parallelism decreases tot 2 FP instructions per core (as opposed to 4 for single-precision SSE). The best results are seen for matrix size of aprox 4000.

The last row (marked with red) shows significant performance degrade, when virtual memory is expanded into the disk (exceeding the RAM size because of the matrix size – 8 GB only for the input matrix). It seems that the parallel implementation is heavily impacted by the page switching mechanism between the RAM and the disk, therefore making this particular implementation worse than the sequential code. The algorithm may need to be improved (also using aligned data load would probably help), in order to reduce the overhead created by the memory access.

|  |  |  |  |
| --- | --- | --- | --- |
| *Double-precision floating-point implementation - arbitrary matrix size* | | | |
| N (matrix / vector size) | Sequential (seconds) | SSE implementation (seconds) | Speed-up |
| 499 | 0.02475 | 0.0192 | 1.2890625 |
| 1001 | 0.011723 | 0.01016 | 1.15383858 |
| 2002 | 0.062154 | 0.059221 | 1.04952635 |
| 3999 | 0.293791 | 0.199865 | 1.46994721 |
| 8001 | 1.226782 | 0.855995 | 1.43316491 |
| 16002 | 5.808485 | 3.982106 | 1.45864651 |
| 32000 | 254.063376 | 378.784792 | 0.67073278 |

*Table 5 Results for in seconds and speed-up comparison for SSE double vs sequential execution for Task 3 (arbitrary matrix size)*

Figure 8. Speed-up sketch for double-precision floating-point SSE operation vs sequential code for different matrix size (arbitrary size)

# Part 1b) Task 4

The matrix times matrix implementation has as reference the implementation from Task 2 (vector times matrix – single-precision floating point), for means of computing efficiency, because double-precision would have doubled the compute time that is already complex.

![](data:image/png;base64,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)

Figure 9 Sample result for matrix-matrix multiplication with N = 501

Interestingly, because the partial sums of the algorithm lead to intermediate results several times bigger than the dynamic range of the single-precision floating point representation, the program shows slight differences between the sequential code and the SSE implementation. This issue comes from the fact that the x87 FPU used in the SSE extension doesn’t use any additional guard bits (like the normal FPU in the pipeline which uses 80 bit FP representation for intermediate values), which can be confirmed by the fact that the numbers differ on their Least Significant Bit.

void matrix\_matrix\_mult\_sse(int size, float \*matrix\_1,

float \*matrix\_2, float \*matrix\_out){

int rows, cols;

int j, k;

\_\_m128 in1,in2,out;

float result[4];

int rest = size%4, size\_trunc = size - rest;

for(cols=0; cols<size; cols++)

for(rows=0; rows<size; rows++){

matrix\_out[rows\*size + cols] = 0.0;

out = \_mm\_set1\_ps(0.0);

for(j=0; j<size\_trunc; j+=4){

in1 = \_mm\_loadu\_ps(&matrix\_1[rows\*size+j]);

in2 = \_mm\_set\_ps(matrix\_2[cols+(j+3)\*size], matrix\_2[cols+(j+2)\*size], matrix\_2[cols+(j+1)\*size],matrix\_2[cols+(j)\*size]);

out = \_mm\_add\_ps(\_mm\_mul\_ps(in1, in2), out);

}

if(size!=size\_trunc) {

float aux[4] = {0}, aux2[4] = {0};

for(k=0; k<rest; k++) {

aux[k]=matrix\_1[rows\*size+j];

aux2[k]=matrix\_2[cols+(j++)\*size];

}

in1 = \_mm\_load\_ps(aux2);

in2 = \_mm\_set\_ps(aux[3], aux[2], aux[1], aux[0]);

out = \_mm\_add\_ps(\_mm\_mul\_ps(in1, in2), out);

}

\_mm\_storeu\_ps(result, out);

matrix\_out[rows\*size + cols] = result[0]+result[1]+result[2]+result[3];

}

}

Code snippet 2 SSE matrix-matrix multiplication function for aribitrary sized matrices with single-precision FP element representation

The function presented in *Code Snippet 3* is also included in matrix-matrix.c file that can be run via run\_sse\_matrix.sh.

# Part 1b) Task 5

For the purpose of further accelerating the matrix-matrix multiplication (with arbitrary matrix size), we have adapted the code for using the latest instruction set extensions from Intel, implemented in the 4th generation of Core processors (Haswell). The used extensions that came in handy were AVX2 and FMA. By these means, the application would have a theoretical throughput of 32 single-precision FLOP per cycle (8 FLOPs per core), with the biggest improvement coming from the fused-multiply-add block that accelerates the intermediate sums computation.

|  |  |  |  |
| --- | --- | --- | --- |
| *Improvement of AVX2+FMA over SSE* | | | |
| N (matrix size) | **SSE implementation (seconds)** | **AVX2 + FMA implementation (seconds)** | **Speed-up** |
| 399 | 0.232097 | 0.162034 | 1.4323969 |
| 501 | 0.477164 | 0.338361 | 1.41022163 |
| 602 | 0.861006 | 0.620024 | 1.3886656 |
| 703 | 1.392 | 1.000719 | 1.39099987 |
| 804 | 2.04744 | 1.498357 | 1.36645673 |

Table 6 Comparison between the SSE implementation and AVX2 + FMA implementation

Figure 10 Speed-up of the AVX2+FMA over the SSE implementation for a matrix-matrix multiply application

For assessing the implementation, we have compared it with the SSE code presented in ***Task 4***. The improvements are between 30-40 % (observable in *Figure 10*). We feel that the implementation can be further improved by increasing cache locality and, therefore, offloading the memory lane to the RAM, which seems to be the biggest bottleneck for this data-hungry application. The function is presented in *Code Snippet 4*.

Code snippet 3 matrix\_matrix\_mult\_avx function which uses the new vector extensions (AVX2 + FMA)

void matrix\_matrix\_mult\_avx(int size, float \*matrix\_1,

float \*matrix\_2, float \*matrix\_out){

int rows, cols;

int j, k;

\_\_m256 in1,in2,out;

float result[8];

int rest = size%8, size\_trunc = size - rest;

for(cols=0; cols<size; cols++)

for(rows=0; rows<size; rows++){

matrix\_out[rows\*size + cols] = 0.0;

out = \_mm256\_set1\_ps(0.0);

for(j=0; j<size\_trunc; j+=8){

in1 = \_mm256\_loadu\_ps(&matrix\_1[rows\*size+j]);

in2 = \_mm256\_set\_ps(matrix\_2[cols+(j+7)\*size], matrix\_2[cols+(j+6)\*size], matrix\_2[cols+(j+5)\*size], matrix\_2[cols+(j+4)\*size], matrix\_2[cols+(j+3)\*size],matrix\_2[cols+(j+2)\*size],matrix\_2[cols+(j+1)\*size],matrix\_2[cols+(j)\*size]);

out = \_mm256\_fmadd\_ps(in1, in2, out);

}

if(size!=size\_trunc) {

float aux[8] = {0}, aux2[8] = {0};

for(k=0; k<rest; k++) {

aux[k]=matrix\_1[rows\*size+j];

aux2[k]=matrix\_2[cols+(j++)\*size];

}

in1 = \_mm256\_load\_ps(aux2);

in2 = \_mm256\_set\_ps(aux[7], aux[6], aux[5], aux[4], aux[3], aux[2], aux[1], aux[0]);

out = \_mm256\_fmadd\_ps(in1, in2, out);

}

\_mm256\_storeu\_ps(result, out);

matrix\_out[rows\*size + cols] = result[0] + result[1] + result[2] + result[3] + result[4]+result[5]+result[6]+result[7];

}

}

# Conclusion

Due to the direction taken in modern computer architectures, an optimal code now requires the use of parallelization to efficiently use the capabilities provided by the hardware. However, this method requires thorough consideration.

As easy as it is to run C code in different threads through the use of OpenMP, one should also keep in mind the burden that comes included with this commodity. As seen from the results of the assignment, making the most of parallelized code involves a deep understanding of the underlying hardware, such as number of cores, threads and memory organization.

It has been proven that further parallelization improvements can be achieved if SIMD (AVX, SSE) extensions are used. Since the majority of the consumer CPUs used today include SIMD FPU blocks, this optimization can be implemented whenever the application is suited. However, as there is no free lunch, using SIMD comes with its sensitive issues (lower energy efficiency, parallelization overhead, higher memory demand) and it should be considered thoroughly if it should be used in an algorithm.

But not only is broader hardware knowledge needed, but also an understanding of the limitations of parallelization. In the results, when using OpenMP we could also see that the overhead caused by the creation and maintenance of more than one thread could actually have a negative impact on the performance. Similar, SIMD execution has big latency when loading unaligned data and can be even slower than sequential code.

As such, these method of improving performance can be a double-edged sword when thorough care is not given into the details of the underlying hardware and the application itself.