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1. **K-Nearest Neighbors Classification Algorithm**
   1. **Algorithm Flow:**

K-nearest neighbor is a lazy learning classification algorithm which classifies the data based upon the similarity between the test data record and all other records in the training data. It takes a single parameter – k – which is used to specify the number of closest neighbors that should be used to determine the label of the test record.

The algorithm flow is as follows:

* Initially the data is normalized using the z-score normalization.
* Then, dataset is split into training and evaluation data based on the k-cross validation technique.
* Then, for each record in the evaluation set, k closest neighbors are found using the distance metric.
* From these k neighbors, the majority vote is taken and the label with most votes is assigned as the label for that record.
  1. **Parametric Setting:**

As mentioned earlier, KNN takes a single parameter – k – which determines the granularity of the boundary between predicted classes. It is a hyper-parameter and is finetuned based on the training data. One thing to note is- a higher value of k will allow the classification to be more robust towards outliers but blurs the boundaries between classes and a lower value gives more crisper class boundaries but can be more prone to local maxima. Usually, for binary classification, an odd value of k is used to get a majority. In our algorithm, we set k=5 which gives the best result.

The distance metric used in our algorithm is Euclidean distance. It takes each test data record and finds its Euclidean distance to each data point in the training data and based on that determines the closest points.

* 1. **Pre-processing:**

Usually, the data is pre-processed before feeding it to the KNN algorithm to avoid certain attributes contributing more weight to the distance than others thereby skewing the results. There are several ways of normalizing the data and in our code, we’re applying z-score normalization which is done by using the mean and standard deviation of each attribute. The formula used is as follows:

**X` = (X-meann)/stdDevn**

**Where meann is the mean of the nth attribute**

**stdDevn is the standard deviation of the nth attribute**

While classification, the same mean and standard deviation can be used to normalize the test dataset.

* 1. **Point object:**

For the purpose of this project, a point class is used to store the data to help us keep track of various information related to each row of the dataset. Its definition is as follows:

class point:

def \_\_init\_\_(self, point = list(), categoricalData = list(), label=-1, groundTruth = -1, id = -1):

self.point = point

self.label = label

self.groundTruth = groundTruth

self.id = id

self.categoricalData = categoricalData

where ,

**point** is used to store all the continuous features of each row in dataset

**label** is used to store the predicted label of the data

**groundTruth** is used to store the actual label of the dataset

**categoricalData** is used to store the categorical features of the data

* 1. **Handling categorical attributes:**

Since Euclidean distance requires numeric data for calculating distance, categorical attributes need to be converted into a numerical metric. In our algorithm, we’ll be changing the categorical data into floating points using label encoding where each categorical attribute value is given a specific label.

* 1. **Implementation:**
* Initially the data is normalized using z-score normalization.

def normalizeData(self, data):

tmp = list()

for lt in data:

for point in lt:

tmp.append(point.point)

tmp = np.array(tmp)

mean = tmp.mean(axis=0)

stdDev = tmp.std(axis=0)

for lst in data:

for point in lst:

pt = list()

for i in range(len(point.point)):

pt.append((point.point[i] - mean[i])/(stdDev[i]))

point.point = np.array(pt)

return mean, stdDev

* Then for each point in the dataset its k closest neighbors are found by finding the Euclidean distance between each point in the test dataset and all the points in training dataset. Then, voting is performed based on the k closest neighbors. The majority label from these k closest neighbors is then assigned as the label for this test data.

def findLabel(self, trainData, pt, k = 3):

'''

type: trainData - a list of point objects with known labels

type: pt - a single point object whose label has to be determined

rtype: label - the predicted label for given point

'''

closestNeighbours = sorted(trainData, key = lambda x: np.linalg.norm(x.point - pt.point))[:k]

majority = defaultdict(int)

for neighbor in closestNeighbours:

majority[neighbor.groundTruth] += 1

if majority[0] > majority[1]:

return 0

else:

return 1

* 1. **Pros:**
* Evidently, this algorithm is easy to implement.
* KNN works pretty well when the data attributes are continuous.
* It is pretty fast if the number of dimensions in the data is of reasonable size
  1. **Cons:**
* The number of neighbors i.e. ‘k’ can affect the classification of the records.
* Not very useful on data with categorical and continuous attributes mixed.
* The classification is greatly affected with noisy and unrelated data.
  1. **Result Analysis:**
     1. **K-Cross Validation:**
* The validation method used here is the K-Cross Validation in which the data is split into K equal and disjoint subsets except (optionally) the last set which can consist only the remaining data.
* The process of classification is repeated K times where in each ith iteration, the ith subset of the data is used as the evaluation set and the remaining data is used for training.
* In each iteration, all the metrics i.e., Accuracy, Precision, Recall and F-Measure is calculated.
* After all K iterations, final metrics are calculated as the average of their respective measures.
* The following is the result of 10-fold cross validation:

|  |  |  |
| --- | --- | --- |
| **Measure** | **Project3\_dataset1.txt (K = 5)** | **Project3\_dataset2.txt (K = 3)** |
| **Average Accuracy** | 0.9668378576669113 | 0.6720833333333334 |
| **Average Precision** | 0.9782566630771301 | 0.562856845671491 |
| **Average Recall** | 0.9307079538033411 | 0.4371889376533339 |
| **Average F-measure** | 0.9522987507446572 | 0.47882167304987725 |

* + 1. **Analysis:**
* KNN is a lazy learner and hence requires no training.
* As it can be evidently seen from the results of dataset1, KNN works much better on continuous attributes.
* The performance is greatly affected when the dataset consists of categorical data as seen from the results of dataset2.

1. **Decision Tree classification algorithm**
   1. **Algorithm Flow:**

Decision Tree uses a tree like structure as a model to predict class labels for a classification problem. At each node in the tree we perform split based on a particular attribute. The leaf nodes are the decision nodes that does not split. In the decision tree we ask a series of questions such as “Is wind high or low” to determine the class label of an observation.

At each node we make an optimal decision to select a feature and a condition to perform split. The below algorithm uses a greedy approach to find the split at each node and construct the tree.

1. One-Hot Encode the input data to convert categorical attributes to binary.
2. At each node:
   1. We choose the best feature that gives the maximum information gain in this split and which has not been chosen before.
   2. We split dataset into two sets based on the best feature and a condition.
   3. Then we pass one split dataset to left child node and the other split dataset to the right child node.
3. Repeat step b) until a node does not meet any stopping criteria.
   1. **Preprocessing:**

In decision tree algorithm, preprocessing of data does not make much sense because in the end the decision condition < and >= gives same results before and after preprocessing.

* 1. **Stopping Criteria:**

We stop splitting at a node if any one of the following conditions is met.

1. If a node has less than a specified number of observations. In our case we choose to perform split unless and until there are no more observations left in a node.
2. Depth of the node is more than the specified limit. In our case we did not use any depth restriction to model a decision tree.
3. All the observations in the dataset has same class label.
4. If no attribute left to split.

if depth <= 0 or data.shape[0] <= minLeafRows:

            n.feature = data.iloc[:,-1].value\_counts().index[0]

            return n

        if data.iloc[:,-1].value\_counts().shape[0] == 1:

            n.feature = data.iloc[:,-1].iloc[0]

            return n

        if len(features) == 0:

            n.feature = data.iloc[:,-1].value\_counts().index[0]

            return n

In above code we can see the stopping conditions to stop at a node.

* 1. **Handling Continuous Attributes:**

For every continuous attribute say f, we split data on conditions 20%, 50% and 80% and then chose the split that gave us maximum information gain.

* 1. **Handling Categorical Attributes (One-Hot Encoding):**

To handle categorical data in decision tree, we used one hot encoding technique to convert it to numerical data. One hot encoding is representation of categorical data as binary vectors. First we assign a unique integer to the categorical data and then later we covert this integer to binary representation.

For example, a feature having “cloudy”, “windy”, “rainy” as unique data items we transform “cloudy” -> 1 0 0, “windy” -> 0 1 0 and rainy -> 0 0 1.

for colName, colData in data.iteritems():

             if colData.dtype == np.object:

                data = pd.concat([data, pd.get\_dummies(colData, prefix=colName)], axis=1)

                data.drop([colName], axis=1, inplace=True)

         return pd.concat([data, labels], axis=1)

The above code is used to one hot encode categorical data. We used pandas get\_dummies() method to perform this encoding.

* 1. **Best Attribute Selection:**

We use greedy approach to find the best split. Nodes with homogeneous class distribution is preferred. Homogeneous nodes have low degree of impurity. Hence we need some measures to find the node impurity. We choose Entropy to find the impurity of a node.
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After finding entropy of the node we calculate the Information Gain on a particular split.

![](data:image/x-emf;base64,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)

Now we choose the split that produces maximum gain (maximum reduction in impurity from parent node to child node).

* 1. **K-Fold Cross-Validation:**

We evaluate our decision tree model using k-fold cross-validation procedure. We split the given dataset sample into k (we choose 10 fold) subsets and at every iteration we run the decision tree algorithm taking K-1 subsets as training dataset and 1 subset as testing dataset. For each model that we generate and test, we find the accuracy, precision, recall and f-measure. Finally, we average all the metrics to judge the performance of our model.

* 1. **Result Analysis:**

The following is the result of 10-fold cross validation:

|  |  |  |
| --- | --- | --- |
| **Measure** | **Project3\_dataset1.txt** | **Project3\_dataset2.txt** |
| **Average Accuracy** | 0.9321428571428572 | 0.7217391304347825 |
| **Average Precision** | 0.892764169128928 | 0.6589393939393939 |
| **Average Recall** | 0.9426192326192326 | 0.4533767913373176 |
| **Average F-Score** | 0.9155841952841385 | 0.5222719516228644 |

* + 1. **Pros:**

1. It is simple, easy to understand and visualize.
2. It can handle both categorical data and continuous data.
3. No effort is required in preprocessing of data.
4. Decision Trees implicitly performs feature selection.
   * 1. **Cons:**
5. Decision Trees are said to not generalize well and thus leads to over-fitting of data. As the depth of the tree increases, the decision tree over fits the data and hence generalization decreases.
6. We use greedy approach to creating the decision tree but cannot guarantee that the tree is global optimal decision tree.
7. Decision Trees are known to biased towards some classes. Hence it is sometimes required to balance the data.
8. The algorithm becomes slow as the size of dataset, size of attributes or the split conditions to check max gain increases. We can see that the algorithm is slow for project3\_dataset1.txt than for the project3\_dataset2.txt
9. **Naïve Bayes Classification Algorithm**
   1. **Algorithm Flow:**

Naïve Bayes is a statistical classifier which is based upon Bayes Theorem, which is stated as follows

**P(H|X) = (P(X|H) \* P(H))/P(X)**

Which states: The probability of a point being in a class is given by the product of the probability of a class consisting that point times the probability of that class from the entire dataset over the prior probability of the tuple X.

Terms,

P(H|X) is known as the Class Posterior Probability

P(X|H) is known as the Descriptor Posterior Probability

P(H) is known as the Class Prior Probability

P(X) is known as the Descriptor Prior Probability

H is the hypothesis that a tuple X belongs to class C.

This algorithm assumes that all the attributes in dataset are independent of each other. This assumption is called **class-conditional independence**.

To find the class label of each test data record, we find its class posterior probability for each class and then compare these probabilities. Out of these probabilities, whichever class label has the maximum class posterior probability is assigned to this test data record. In our algorithm implementation, we’re treating continuous and categorical attributes differently as explained in the sections below.

* 1. **Handling Continuous Attributes:**

When we come across continuous attributes, we find the mean and standard deviation for that attribute and use it to find Descriptor Posterior Probability for test data. We assume that test data follows normal distribution and calculate P(X|H) using the gaussian distribution function:

2) =

Where,

= mean of a particular attribute

= standard deviation of a particular attribute

2 = variance

* 1. **Handling Categorical Attributes:**

When we encounter categorical attribute, we find that attributes probability by counting the occurrences of each value in that attribute for that particular class and dividing it by the total number of records for that key.

* 1. **Handling Zero Probability:**

There can be instances where the test dataset has an attribute value which is not present in the training dataset which can result in getting a zero descriptor posterior probability. To handle such instances, we will be using Gaussian Distribution Function to determine descriptor posterior probabilities.

* 1. **Implementation:**
* First, we find the class priori probabilities as follows:

def findClassPriorProbability(self, data):

'''

:type data- a list of Point objects

:rtype res- a dictionary with key as class label and value as its probability

'''

class\_map = defaultdict(int)

for pt in data:

class\_map[pt.groundTruth] += 1

res = dict()

for key in class\_map:

res[key] = class\_map[key]/len(data)

return res

* Then, we find the mean and standard deviation for each numerical attribute and probability of occurrences for categorical attributes.

def findDescriptorPosteriorProbabilites(self, classes, td):

occurences = defaultdict(int)

mean, stdDeviation = defaultdict(dict), defaultdict(dict)

for key in classes:

tmp = classes[key]

mean[key], stdDeviation[key] = hp().standardizeBayes(tmp)

for pt in tmp:

for index, i in enumerate(pt.categoricalData):

if (i, key) not in occurences:

count = self.countOccurence(i, index, tmp)

occurences[(i, key)] = count/len(tmp)

return occurences, mean, stdDeviation

* Finally, for each point in the test data, we determine its label by choosing the label with maximum probability.

def bayesProbabilty(self, point, ph, occurences, mean, stdDeviation):

maxProbability = float('-inf')

label = -1

for key in ph:

phi = ph[key]

probability = 1.0

for index, i in enumerate(point.point):

den = 2\*(22/7)\*(stdDeviation[key][index]\*\*2)

num = ((i-mean[key][index])\*\*2) / (2\*(stdDeviation[key][index]\*\*2))

probability\*=(1/den\*\*0.5)\*(e\*\*(-1\*num))

for index, i in enumerate(point.categoricalData):

probability\*=occurences[(i, key)]

probability\*=phi

if probability >= maxProbability:

maxProbability = probability

label = key

return label

* 1. **Pros:**
* If the conditional independence assumption holds true, then this classifier can be really efficient and can give really impressive results.
* It can handle continuous attributes as well as categorical attributes.
* It makes probabilistic predictions.
  1. **Cons:**
* If the conditional independence assumption does not hold, then the algorithm does not work well.
* It faces a ‘zero probability’ issue if there is a certain value in the test data that is not present in the training data. However, this issue can be handled using Laplacian Correction.
  1. **Result Analysis:**
     1. **K-Cross Validation:**

The following is the result of 10-fold cross validation:

|  |  |  |
| --- | --- | --- |
| **Measure** | **Project3\_dataset1.txt** | **Project3\_dataset2.txt** |
| **Average Accuracy** | 0.9357142857142857 | 0.7043478260869564 |
| **Average Precision** | 0.9241315440217043 | 0.57573192631242165 |
| **Average Recall** | 0.9053435453435455 | 0.617493091703618 |
| **Average F-Score** | 0.913209052226269 | 0.58571298120524126 |

* + 1. **Analysis:**
* As it can be seen, this algorithm performs well for continuous data as well as categorical data.
* The algorithm performs fairly efficiently even for large datasets.
* Naïve Bayes performs relatively better for dataset2 which consists of both numerical and categorical attributes.

1. **Random Forest Classification Algorithm**
   1. **Algorithm Flow:**

Random Forests uses multiple decision trees to work as an ensemble classifier. Every decision tree predicts a class label for a single observation and then finally the class label with most votes is chosen as the model prediction. We use our implementation of decision tree to build our random forest.

The following algorithm is used to model a random forest.

1. Select T – number of trees to grow.
2. Choose m < Total number of features used to calculate the best split at each node.
3. For each Tree
   1. Choose a training sample of size N from the training dataset with replacement.
   2. For each node randomly choose the m features and calculate the best split.
   3. Fully Grown and Not Pruned.
4. Use majority voting among all trees.
   1. **Handling Categorical Attributes (One-Hot Encoding):**

To handle categorical data in decision tree, we used one hot encoding technique to convert it to numerical data. One hot encoding is representation of categorical data as binary vectors. First we assign a unique integer to the categorical data and then later we covert this integer to binary representation.

For example, a feature having “cloudy”, “windy”, “rainy” as unique data items we transform “cloudy” -> 1 0 0, “windy” -> 0 1 0 and rainy -> 0 0 1.

This encoding is same as the encoding done above in decision tree classifier.

* 1. **Number of Trees:**

We choose the number of trees that we generate in a forest. After running the algorithm for different values of number of trees, we decided to keep the number of trees to be 5 for the project3\_dataset1.txt and 3 for project3\_dataset2.txt.

* 1. **Maximum Features:**

In decision tree we randomly choose a small subset of features from the original set. We take this parameter as input. Generally, we take the maximum features to be square root of total number of features. Higher the number of features, more chance of over-fitting.

We select a subset of features in decision forest such that each and every tree are highly uncorrelated from each other and this prevents over-fitting.

After running algorithm for different values of maximum Features, we got better evaluation metrics when we choose the number of features to be 5 for the project3\_dataset1.txt and 3 for project3\_dataset2.txt.

* 1. **Result Analysis:**

The following is the result of 10-fold cross validation:

|  |  |  |
| --- | --- | --- |
| **Measure** | **Project3\_dataset1.txt**  **(numTrees = 5, maxFeatures = 5)** | **Project3\_dataset2.txt**  **(numTrees = 3, maxFeatures = 3)** |
| **Average Accuracy** | 0.9410714285714287 | 0.6891304347826087 |
| **Average Precision** | 0.941938061938062 | 0.5902228327228327 |
| **Average Recall** | 0.909952824952825 | 0.47634687680740306 |
| **Average F-Score** | 0.9234869586436327 | 0.5102740853846142 |

* + 1. **Pros:**

1. Decorrelates trees.
2. Incorporate more diversity and reduce variance.
3. Prevents overfitting of data.
4. Improves efficiency by searching among a subset of features rather than the complete set.
   * 1. **Cons:**
5. Random Forests are not easy to visualize.
6. They are much harder and time consuming to construct than decision Trees. We avoid this problem by restricting the depth of each decision tree.
   * 1. **Analysis:**
7. From our implementation we see that random forests gives better accuracy than the decision tree because the random forest avoids over-fitting by decorrelating trees and reducing variance.
8. We can see that model works better for datasets which have high non-linearity between different attributes.
9. **Kaggle Competition**
   1. **Algorithm Selection:**

We chose ensemble classification to classify the given dataset. Ensemble learning generates various weak classifiers and combine their results to get a better classifier.

The main reason is to reducing the bias and variance found in weak classifiers. Bagging with majority voting is used to combine the results of these classifiers.

For the weak classifiers, we chose k nearest neighbor, logistic regression, naïve bayes and SVM.

* 1. **Feature Selection:**

Fine-tuned parameters of different classifiers.

1. KNN – n\_neighbors = 9, metric=’euclidean’.
2. Logistic regression – max\_iter = 1500, solver=’sag’.
3. SVM – Default Parameters.
4. Naïve Bayes – Default Parameters.
   1. **Improvements:**

Over these base classifiers we implemented some preprocessing techniques such as normalization and PCA to improve f-measure.