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# Data

data<- readxl::read\_xlsx("mydata.xlsx")

# 1.

## plot

# Suppose your variable is in a column called "var"  
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

g<-data.frame(data$Glucose)  
df <-g %>%  
 mutate(  
 censored = grepl("^<", data.Glucose), # TRUE if value starts with <  
 var\_numeric = as.numeric(gsub("^<", "", data.Glucose)) # remove < and convert to numeric  
 )  
library(ggplot2)  
  
ggplot(df, aes(x = var\_numeric)) +  
 geom\_histogram(binwidth = 0.5, fill = "skyblue", alpha = 0.7, boundary = 0, closed = "left") +  
 geom\_rug(data = df %>% filter(censored), aes(x = var\_numeric), color = "red") +  
 labs(title = "Distribution of Variable with Censored Data",  
 x = "Measurement (censored <3 shown in red)",  
 y = "Count") +  
 theme\_minimal()

![](data:image/png;base64,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)

The data has column for Glucose which is made of non-fasting blood glucose measurements that is the amount of glucose in your blood after eating. The Glucose column has continuous data points but also includes values less than 3 as <3 and looking at the histogram the data is skewed to the right.

The data also has explanatory variables one of them as previous glucose level taken. which has same measure as scale as dependent variable. School and urban columns are categorical with missing values, and Age and BMI are continuous with missing values also.

# 2. Imputation.

library(mice)

##   
## Attaching package: 'mice'

## The following object is masked from 'package:stats':  
##   
## filter

## The following objects are masked from 'package:base':  
##   
## cbind, rbind

data\_impute<- data[,c(-2,-3)]  
data\_impute$Urban <- as.factor(data\_impute$Urban)

imputed\_data <- mice(data\_impute, m=10, method="pmm", maxit=50, seed=500)

## Warning: Number of logged events: 1

completed\_data\_1 <- complete(imputed\_data, 1)

# 3. Between imputation standard deviation.

mean\_vec <- numeric(10)  
  
for (i in 1:10) {  
 completed\_data <- complete(imputed\_data, i)  
 mean\_vec[i] <- mean(completed\_data$BMI, na.rm = TRUE)  
}  
mu<- mean(mean\_vec)  
btw\_std<- sqrt(var(mean\_vec))

# 4.

# data

completed\_data\_1 <- complete(imputed\_data, 1)   
completed\_data\_1$Glucose <- data$Glucose  
as.numeric(completed\_data\_1$Glucose[completed\_data\_1$Glucose == "<3"] <- 2.9)

## [1] 2.9

N<- length(completed\_data\_1$Glucose)

# FIT

stan\_code <- "  
data {  
 int<lower=0> N;  
 int<lower=1> K;  
 matrix[N, K] X;  
 vector[N] y;  
}  
parameters {  
 vector[K] beta;  
 real<lower=0> sigma;  
}  
model {  
 target += -log(sigma);  
 for (n in 1:N) {  
 target += -log(2 \* sigma) - fabs(y[n] - X[n] \* beta) / sigma;  
 }  
}  
"

library(rstan)

## Loading required package: StanHeaders

##   
## rstan version 2.32.7 (Stan version 2.32.2)

## For execution on a local, multicore CPU with excess RAM we recommend calling  
## options(mc.cores = parallel::detectCores()).  
## To avoid recompilation of unchanged Stan programs, we recommend calling  
## rstan\_options(auto\_write = TRUE)  
## For within-chain threading using `reduce\_sum()` or `map\_rect()` Stan functions,  
## change `threads\_per\_chain` option:  
## rstan\_options(threads\_per\_chain = 1)

## Do not specify '-march=native' in 'LOCAL\_CPPFLAGS' or a Makevars file

X <- model.matrix(Glucose~ BMI + Age + Urban, data = completed\_data\_1)  
y <-as.numeric(completed\_data\_1$Glucose)  
data\_list <- list(N = nrow(X), K = ncol(X), X = X, y = y)

print(fit)

## Inference for Stan model: anon\_model.  
## 4 chains, each with iter=2000; warmup=1000; thin=1;   
## post-warmup draws per chain=1000, total post-warmup draws=4000.  
##   
## mean se\_mean sd 2.5% 25% 50% 75% 97.5% n\_eff Rhat  
## beta[1] -3.56 0.01 0.50 -4.58 -3.88 -3.55 -3.23 -2.61 1870 1  
## beta[2] 0.26 0.00 0.02 0.23 0.25 0.26 0.27 0.30 2106 1  
## beta[3] 0.03 0.00 0.01 0.02 0.03 0.03 0.04 0.04 3014 1  
## beta[4] 0.67 0.00 0.24 0.22 0.50 0.66 0.83 1.15 2734 1  
## sigma 1.49 0.00 0.09 1.32 1.42 1.48 1.55 1.68 2757 1  
## lp\_\_ -530.18 0.04 1.65 -534.12 -531.07 -529.87 -528.96 -527.94 1404 1  
##   
## Samples were drawn using NUTS(diag\_e) at Mon May 12 11:46:29 2025.  
## For each parameter, n\_eff is a crude measure of effective sample size,  
## and Rhat is the potential scale reduction factor on split chains (at   
## convergence, Rhat=1).

# 5.

stan<-"  
 data {  
 int<lower=0> N;   
 int<lower=1> K;   
 matrix[N, K] X;   
 vector[N] y;   
 int<lower=0,upper=1> is\_censored[N]; # 1 = censored, 0 = observed  
}  
parameters  
{  
 vector[K] beta;  
 real<lower=0> sigma;  
}  
  
model  
{  
 target += -log(sigma); # // Prior on sigma: log π(σ) ∝ -log(σ)  
  
 for (n in 1:N) {  
 real mu = X[n] \* beta;  
 if (is\_censored[n] == 1) {  
 // Fully observed  
 target += -log(2 \* sigma) - fabs(y[n] - mu) / sigma;  
 } else {  
 // Left-censored: y[n]   
 target += log1m\_exp(-fabs(y[n] - mu) / sigma);  
 }  
 }  
}  
"

censoring\_point <- 3  
is\_censored <- ifelse(completed\_data\_1$Glucose < censoring\_point, 1, 0)  
y\_observed <- pmin(completed\_data\_1$Glucose, censoring\_point)  
  
data\_list1 <- list(  
 N = length(y\_observed),  
 K = ncol(X),  
 X = X,  
 y = as.numeric(y\_observed),  
 is\_censored = is\_censored  
)

fit1 <- stan(model\_code = stan, data = data\_list1,   
 iter = 2000, chains = 4, seed = 123)

## Warning: There were 128 divergent transitions after warmup. See  
## https://mc-stan.org/misc/warnings.html#divergent-transitions-after-warmup  
## to find out why this is a problem and how to eliminate them.

## Warning: Examine the pairs() plot to diagnose sampling problems

## Warning: The largest R-hat is 2.25, indicating chains have not mixed.  
## Running the chains for more iterations may help. See  
## https://mc-stan.org/misc/warnings.html#r-hat

## Warning: Bulk Effective Samples Size (ESS) is too low, indicating posterior means and medians may be unreliable.  
## Running the chains for more iterations may help. See  
## https://mc-stan.org/misc/warnings.html#bulk-ess

## Warning: Tail Effective Samples Size (ESS) is too low, indicating posterior variances and tail quantiles may be unreliable.  
## Running the chains for more iterations may help. See  
## https://mc-stan.org/misc/warnings.html#tail-ess

print(fit1)

## Inference for Stan model: anon\_model.  
## 4 chains, each with iter=2000; warmup=1000; thin=1;   
## post-warmup draws per chain=1000, total post-warmup draws=4000.  
##   
## mean se\_mean sd 2.5% 25% 50% 75% 97.5% n\_eff  
## beta[1] -2.91 3.68 5.26 -7.37 -6.31 -5.60 -1.10 7.03 2  
## beta[2] 0.27 0.17 0.25 -0.20 0.19 0.38 0.43 0.50 2  
## beta[3] 0.01 0.02 0.02 -0.03 -0.01 0.02 0.03 0.05 2  
## beta[4] 0.76 0.43 0.70 -0.59 0.34 0.84 1.28 1.95 3  
## sigma 1.36 0.11 0.20 1.05 1.21 1.33 1.47 1.83 4  
## lp\_\_ -230.66 23.12 32.76 -289.47 -237.88 -212.39 -210.47 -208.18 2  
## Rhat  
## beta[1] 7.39  
## beta[2] 8.65  
## beta[3] 3.37  
## beta[4] 2.39  
## sigma 1.50  
## lp\_\_ 19.11  
##   
## Samples were drawn using NUTS(diag\_e) at Mon May 12 11:51:02 2025.  
## For each parameter, n\_eff is a crude measure of effective sample size,  
## and Rhat is the potential scale reduction factor on split chains (at   
## convergence, Rhat=1).

## probability that each coefficient has changed by more than 2%.

percent\_change <- (as.matrix(fit1)- as.matrix(fit) / as.matrix(fit)) \* 100  
prob\_gt\_2 <- apply(abs(percent\_change) > 2, 2, mean)  
print(prob\_gt\_2)

## beta[1] beta[2] beta[3] beta[4] sigma lp\_\_   
## 1.00000 1.00000 1.00000 0.97000 0.99075 1.00000

# 6.

completed\_datasets <- lapply(1:10, function(i) complete(imputed\_data, i))  
  
completed\_datasets <- lapply(completed\_datasets, function(df) {  
 df$Glucose <- completed\_data\_1$Glucose  
 return(df)  
})  
  
results\_list <- list()  
  
for (i in 1:10) {  
 df <- completed\_datasets[[i]]  
  
  
 X <- model.matrix(Glucose~ BMI + Age + Urban, data = df)   
  
  
 c\_point <- 3  
 is\_censored <- ifelse(df$Glucose < c\_point, 1, 0)  
 y\_obs <- ifelse(is\_censored == 1, c\_point, df$Glucose)  
  
 data\_list <- list(  
 N = nrow(X),  
 K = ncol(X),  
 X = X,  
 y = y\_obs,  
 is\_censored = is\_censored  
 )  
  
  
 fit <- stan(model\_code = stan , data = list(  
 N = length(y\_observed),  
 K = ncol(X),  
 X = X,  
 y = as.numeric(y\_observed),  
 is\_censored = is\_censored  
),  
 iter = 1000, chains = 2, seed = 123 + i,  
 refresh = 0)  
  
 # Store parameter simulations  
 results\_list[[i]] <- as.data.frame(rstan::extract(fit, pars = c("beta", "sigma")))  
}

# 7.

all\_draws <- do.call(rbind, results\_list)  
library(tidyr)

##   
## Attaching package: 'tidyr'

## The following object is masked from 'package:rstan':  
##   
## extract

library(dplyr)  
  
summary\_table <- all\_draws %>%  
 summarise(across(everything(), list(  
 mean = ~mean(.),  
 lower\_95 = ~quantile(., 0.025),  
 upper\_95 = ~quantile(., 0.975)  
 ))) %>%  
 pivot\_longer(cols = everything(),  
 names\_to = c("parameter", "stat"),  
 names\_sep = "\_") %>%  
 pivot\_wider(names\_from = stat, values\_from = value)  
print(summary\_table)

## # A tibble: 5 × 4  
## parameter mean lower upper  
## <chr> <dbl> <dbl> <dbl>  
## 1 beta.1 -3.72 -8.20 5.67   
## 2 beta.2 0.201 -0.245 0.496  
## 3 beta.3 0.0656 -0.0444 0.182  
## 4 beta.4 1.20 -0.320 2.87   
## 5 sigma 1.36 0.980 1.87

# 8.

The estimate of beta 1 is the intercept and it is the median Glucose level when we have other explanatory variables equal to zero, meaning if we do not know the person BMI, Age and we just know is from the rural then that person will have Glucose level of 2.92. The person will observe 0.0014394765 increase in the blood glucose level if their BMI increases by a unit and from the rural, and also age has not changed, if a persons age increases by a unit then we expect the median Glucose to increase by 0.0003382594 and the BMI has not changed and the person is from the rural. if you are from the Urban the median Glucose level is 0.015133721 higher given your same age and have same BMI as the person from the rural.

# 8.

data\_2p<- data[c(13,14),]

Subject 1 is a 32 years old and his previous Glucose is the same as the current one this might mean the subject does not do follow ups this might be because of the missing value in urban column he might have done this tests at a place he does not stay at. subject 2 is 61 with BMI missing it could be due to that they do not know it or it was not recorded by the data handler.

we going to increase both their ages with 3 years and also put subject 1 in rural and make subject 1 BMI 20.

data\_2p[1,"Urban"]<- "rural"  
data\_2p[c(1,2), "Age"]<- c(35,64)  
data\_2p[2,"BMI"]<- 20

## posterior predictive dist

X\_new <- model.matrix(~ BMI + Age + Urban, data = data\_2p)  
  
posterior <- rstan::extract(fit)  
beta\_draws <- posterior$beta  
sigma\_draws <- posterior$sigma  
n\_draws <- length(sigma\_draws)  
  
  
y\_pred\_sub1 <- numeric(n\_draws)  
y\_pred\_sub2 <- numeric(n\_draws)  
  
r\_laplace <- function(mu, b) {  
 u <- runif(length(mu), -0.5, 0.5)  
 mu - b \* sign(u) \* log(1 - 2 \* abs(u))  
}  
# Linear predictors for all draws (matrix multiplication)  
mu\_pred <- X\_new %\*% t(beta\_draws) # result: 2 x n\_draws  
  
# Generate predictions  
sub1\_pred <- r\_laplace(mu = mu\_pred[1, ], b = sigma\_draws)  
sub2\_pred <- r\_laplace(mu = mu\_pred[2, ], b = sigma\_draws)  
  
pred\_sub1=quantile(sub1\_pred, c(0.025, 0.5, 0.975))  
sub1<- pred\_sub1["50%"]  
pred\_sub2=quantile(sub2\_pred, c(0.025, 0.5, 0.975))  
sub2<- pred\_sub2["50%"]  
print(sub1)

## 50%   
## 8.113088

print(sub2)

## 50%   
## 4.905217

The predictions given by the median seem to be good predictions especial1y for the subject 2 4.4 is not that for from observed Glucose and also not that far from previous observed glucose but given that this subject has been keeping in shape.