People Counting with Radar and ML

from Aachen

About tis document

Table of contents

[About this document 1](#_Toc488846629)

[Table of contents 1](#_Toc488846630)

[1 Heading 1 2](#_Toc488846631)

[1.1 Heading 2 2](#_Toc488846632)

[1.1.1 Heading 3 2](#_Toc488846633)

[1.1.1.1 Heading 4 2](#_Toc488846634)

[Revision history 2](#_Toc488846635)

# Data overlook

We saw some peaks in the data moving with us while moving.

Came up with ideas for supervised/unsupervised approaches (not everything was successful, we'll guide you through it).

# Preprocessing

We used different blurring functions to find the best representation of the data. We also erased the line, that represents the velocity of the static objects and is not so relevant to our problem.

# Unsupervised

• gaussian blurring. **Result:** nothing good, peaks come together

• open morphology to reduce some noise. **Result:** was not so necessary, as there was not a lot of noise; further models proved it.

• (A little more complex) Thought about sliding in the histogram and finding peaks on range of the velocity by every point of range. Previously the second derivative of gaussian was applied, to emphasize peaks. **Result:** didn't show any distinguishing features between data over 0,1,2,3 people.

• Saliency map.

# Supervised

**First approach was wo create a CNN**

**Data construction:**

Each datapoint has a following shape (10,3,64,64), it means that every datapoint corresponds to 500ms measurement approximately, with 10 frames, 3 radars and a doppler(blabla) image of the shape 64x64.

We reshaped the data as following: summed over 5 frames with normailsation to reduce amount of input points over 500ms to 1, reshaped the image to 64x64x3. In this way we obtain the shape of a normal picture with RGB corresponding to values of the 3 radars.

We measured for 3 Minutes each state (0,1,2,3 peaople). Further we reduced our data only to th moving objects and ignored the static line in the middle, as it is not representative for the task.

We took 10% of this data for test and set validation split in the model to futher 10%. The reason for a rather smaller test/validation set is beacuse of the small amount of data.

**CNN Architecture**

The code to CNN can be found [here](https://github.com/ml-lohi/hackathon-milan/blob/kosta).

The amount of data doesn't give us a lot of freedom that's why amount of paramenters is rather smaller than it is **usually the case**.

**LSTM&CNN**

**Data construction**

Data construction is very similar but in this case we take 20 frames instead of 10 as we want to collect more data in some period to feed our NN with it. We used different RNNs (i.e. GRU) but the best was the LSTM.

**LSTM Architecture**

We constructed the CNN architecture and fed the data in it, without summing over the frames, because we need time coordinate. CNN layers are fed into the extra TimeDistributed layers which take care of the time domain. Afterwards we flatten the data and feed it into the LSTM wit 10 units, finishing with dropout and dense layer to the 4 classes.
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