**Machine Learning in Healthcare  
Homework #3**

1. **Clustering:**
2. K-medoid clustering is a more robust algorithm to noise compared with K-means clustering, as both try to find clusters in the data in an unsupervised manner based on the geometry and the determined metric used to define vicinity. As we learnt, K-means algorithm iteratively: computes centroids, assign points based on their closest computed centroid and repeats again till convergence. The centroids therefore most definitely will not be included in the set of given points, so it is a generated parameter that might be influenced critically by the nature of a cluster, mainly when the data is considerably noisy and/or contains significant outliers, so the centroid, which is the reference point of each cluster, might be influenced by noise. On the other hand, K-medoid’s cluster reference must be a sample in the cluster. Even though there might be noise and outliers in a given dataset, an obvious cluster will not be affected severely by extreme samples, outliers will not bias sharply the center of interest of a cluster (outliers are quantitively less than standard data, otherwise outliers will not be considered outliers but another distinct cluster) because the medoid is a part of the cluster, so in order to lower the ‘Energy’ of the entire system, the medoid of a noisy cluster will be among the main the ‘main’ subgroup of the cluster and never will be away of this main subgroup, thus not affected severely even by an extreme outlier. Qualitative visual elaboration:

![](data:image/png;base64,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)

If a centroid is biased due to outliers, the main cluster might be partitioned if there is another adjacent cluster. On the other hand, we can see that the medoid although be biased, but still remains in the adjacency of the main cluster because it can’t obtain a value that is not among the data values, and it shall be in the adjacency of the main cluster not the noise/outliers to minimize the cost function because grouped outliers are sparse, otherwise they wouldn’t be outliers but rather a distinct cluster. Thus k-medoid is more robust to noise. One more perspective, L1 penalty gives less weight to distant points than L2 penalty, so distant points less affect the loss function, in a way we can look at it as ‘less overfitting’ in a case of distant points.

1. Pertaining the 1D special case of this algorithm, we will try to prove that the centroid that minimizes the loss term is the mean of m examples:
2. **SVM:**

Classification based on SVM algorithm is a very potent approach, and can be optimized by altering the kernel which is the ‘metric’ of the system. The algorithm will try to maximize the margins between the different classes, based on the kernel and the hyper-parameter C which defines the user’s tolerance for misclassification (degree of overfitting). Now we will do matching between the figures and the listed settings.

|  |  |
| --- | --- |
| Figure | Setting |
| *A* | *1* |
| *B* | *6* |
| *C* | *3* |
| *D* | *2* |
| *E* | *5* |
| *F* | *4* |

* Elaborations:
  + For setting 1 and 2 the corresponding figures are A and D accordingly as stated above. It is obvious that the border applied by the algorithm between the two groups is a linear border, thus the kernel for both cases is a linear kernel. Now in order to differentiate and match correctly, it is possible to notice that in figure A., the defined border is set with higher proximity to points, mainly the purple points. A border that is not deterred by the adjacent points even though it is possible to set another ‘conservative’ border (i.e. in figure D.) indicates that the algorithm is relatively more tolerable to misclassifications in the training set thus there is less ‘overfitting’ and more generalizing, meaning that between figure A and D., the hyper-parameter C of the classifier in figure A. is lower than the hyper-parameter C of the classifier in figure D. as we see in figure D., the border is more complied to every point and tries to maximize the margins even for distant points of the main cluster, thus it over-fits the data meaning that the hyper-parameter C is relatively large.
  + For setting 3 and 4 the corresponding figures are C. and F. accordingly as stated above. For polynomial kernels, we expect to get segregation of the data by non-linear borders, but also we expect not to get closed loops/enclosed areas. For figure C. It is relatively straight forward to recognize that the separator is 2nd order polynomial due to its simple non-linearity, for figure F. we can see that the borders are quite complex, segregating without obtaining enclosed areas, so it is not a section of a Gaussian plot thus the kernel is not RBF kernel. The remaining setting is 10th order polynomial kernel which implies a complex behavior of border (setting 4) a behavior that we observe in figure F.
  + For setting 5 and 6 the corresponding figures are E. and B. accordingly as stated above. Other than elimination of figures A., C., D. and F., we are searching for borders that are obtainable by doing a ‘section’ for a 3D Gaussian mixture, which dictates to get a form of enclosed spaces or ‘islands’ due to the morphology of a Radial basis function/Gaussians. Figure E. and B. apply for this criteria. We can see that in figure B. the blue cluster is more tightly enclosed and overly-fitted to the training set (the observed data). On the other hand, figure E. represents a more general border, less tightly-fitted to the data. Relative over-fitting is dictated by relatively higher value of the hyper-parameter , because is inversely related with the variance of the Gaussian distribution. Meaning that higher implies lower variance thus less generalizability and more over-fitting. For that, setting 6 (higher ) is matched with figure B. and therefore setting 5 is matched with figure E.

1. **Capability of generalization:**