**Book**: XAI: Interpreting, Explaining, and Visualizing Deep Learning – State of the Art Survey.

Reading the scoring System – Batarseh

Read the paper on XAI Method 10 vs 9 DL

Apply SHAP on simple methods – Pytorch
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**1/ Preface:**

* Before deploying an AI system, we see a strong need to validate its behavior, and thus establish guarantees that it will continue to perform as expected when deployed in a real-world environment.
* More recent deep learning based neural networks provide far superior predictive power, but at the price of behaving as a ‘black-box’ where the underlying reasoning is much more difficult to extract