TABLE 1. (Algorithm wise best model with best hyperparameter)

|  |  |  |
| --- | --- | --- |
| **Algorithm** | **Accuracy** | **Hyperparameters** |
| DT | 0.805 | {'criterion': 'gini', 'max\_depth': 4, 'splitter': 'best'} |
| KNN | 0.681 | {'algorithm': 'auto', 'metric': 'manhattan', 'n\_neighbors': 19, 'weights': 'uniform'} |
| LR | 0.859 | {'C': 100.0, 'penalty': 'l2'} |
| SVM | 0.778 | SVM has {'C': 10, 'kernel': 'linear'} |
| RF | 0.843 | {'criterion': 'gini', 'max\_depth': 5, 'max\_features': 'sqrt', 'n\_estimators': 50} |
| XGBOOST | 0.843 | {'colsample\_bytree': 0.7, 'learning\_rate': 0.05, 'max\_depth': 6, 'min\_child\_weight': 11, 'missing': -999, 'n\_estimators': 5, 'nthread': 4, 'objective': 'binary:logistic', 'seed': 1337, 'silent': 1, 'subsample': 0.8} |

TABLE 2. (Best overall)

|  |  |  |
| --- | --- | --- |
| **Algorithm** | **Accuracy** | **Hyperparameters** |
| LR | 0.859 | {'C': 100.0, 'penalty': 'l2'} |