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| **Experimental setup and experimentation**   * **Experiment-1:** CIFAR-10 Dataset   + **Compared with:** State of the art CNNs   + **Outputs:** Error rates.   + **Output structure:** Tabular |
| **A brief summary of the proposed work [one paragraph]**  The researchers in this paper have optimized the CNNs using Cartesian Genetic Programming. They have represented CNNs in genes and have evolved them through evolutionary algorithms. They have used CIFR-10 benchmark dataset to train these CNNs. The results were competing the state of the art CNNs. |
| **Critical review**  They have used only **CIFAR-10** dataset only they could have used some other datasets as well. |
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