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| **Structure of the paper**   1. Abstract 2. Introduction 3. The Dataset 4. The Architecture    * ReLU Nonlinearity    * Training on multiple GPUs    * Local Response Normalization    * Overlapping Pooling    * Overall architecture 5. Reducing Over fitting.    * Data Augmentation    * Dropout 6. Details of learning 7. Results    * Quantitative Evaluations 8. Discussions |
| **Detail of figures and plots**  **Regarding Activation Functions.**   1. Graph of Activation functions: Explains the learning efficiency of ReLU over other functions.   **Regarding Overall architecture**   1. Figure: An illustration of the architecture of our CNN, explicitly showing the delineation of responsibilities between the two GPUs.   **Related to convolutional filters**   1. 96 convolutional filters and their impact   **Related to dataset.**   1. Eight ILSVRC-2010 test images and the five labels considered most probable by our model |
| **Experimental setup and experimentation**   * **Experiment-1:** ILSVRC-2010 Dataset   + **Compared with:** State of the art CNNs   + **Outputs:** Error rates.   + **Output structure:** Tabular and plots * **Experiment-2:** ILSVRC-2012 competition   + **Compared with:** State of the art   + **Outputs:** Error rates   + **Output structure:** Tabular and plots |
| **A brief summary of the proposed work [one paragraph]**  The convolutional neural networks used to classify images. In this paper the researchers have used a large amount of image data to train their neural networks. The huge amount of data proved to be very useful in classification. Although the number of tunable parameters were about 60 million but the accuracy outperforms any other state of the art CNN. These convolutional Neural Networks were trained on multiple GPUs to make the training process faster and efficient. Such a complex CNN can easily get over fitted during the training process, to overcome this problems used two very powerful techniques to reduce the over fitting in the CNN one **data augmentation** and the other was **dropout**. Non-saturated neurons were used to increase the accuracy of the prediction. |
| **Critical review**  They have used **five** convBlocks in the experiments reducing the number of convBlocks reduces the efficiency they have stated that in the paper. Why they haven’t used more than **five** convBlocks will it increase the efficiency or decrease |
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