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Final Exam - Intro. to Computational Statistics

Unless otherwise specified, assume all alpha (p-value) thresholds to be 0.05, and all tests to be two-sided if that is an option. All calculations may be done with R or by hand unless otherwise specified. Please show and explain your work as much as possible, using latex for displaying all math. Note that all problems are worth 3 points except problem 1, which is worth 7 points, and problems 7(a), 8(a), and 9(a), which are each worth 5 points. Good luck!

1. You roll five six-sided dice. Write a script in R to calculate the probability of getting between 15 and 20 (inclusive) as the total amount of your roll (ie, the sum when you add up what is showing on all five dice). Exact solutions are preferable but approximate solutions are ok as long as they are precise.

Exact solution:

prob<-function(m,sum)  
{  
   
 if(m==1)  
 {  
 if((sum>=0)&(sum<=6))  
 {return(1/6)}  
 if((sum<0)|(sum>6))  
 {return(0)}  
   
 }  
 return(1/6\*(prob(m-1,sum-6)+prob(m-1,sum-5)+prob(m-1,sum-4)+prob(m-1,sum-3)+prob(m-1,sum-2)+  
 prob(m-1,sum-1)));  
   
   
}  
  
P=prob(5,15)+prob(5,16)+prob(5,17)+prob(5,18)+prob(5,19)+prob(5,20)  
P

## [1] 0.6265432

Numerical Solution:

n=10000  
s<-0;  
for (i in 1:n)  
{  
 x1<-sample(1:6, 1)  
 x2<-sample(1:6, 1)  
 x3<-sample(1:6, 1)  
 x4<-sample(1:6, 1)  
 x5<-sample(1:6, 1)  
   
 s[i]<-x1+x2+x3+x4+x5;  
}  
P<-sum((s>14)&(s<21))/length(s)  
P

## [1] 0.548

The results are very close and by increasing n, numerical results would converge to the exact solution.

1. Create a simulated dataset of 100 observations, where x is a random normal variable with mean 0 and standard deviation 1, and y = 0.1 + 2\*x + e, where epsilon is also a random normal error with mean 0 and sd 1. (One reminder: remember that in creating simulated data with, say, 100 observations, you need to use rnorm(100) for epsilon, not rnorm(1), to ensure that each observation gets a different error.)

set.seed(1)  
x<-rnorm(n=100,mean=0,sd=1)  
e<-rnorm(n=100,mean=0,sd=1)  
y<-0.1+2\*x+e

1. Perform a t test for whether the mean of Y equals the mean of X using R.

we consider x and y as two independent variables we want to see if they have the same minimum.

df<-data.frame(x=as.numeric(x),y=as.numeric(y))  
#df<-as.numeric(df)  
t.test(df$y,df$x)

##   
## Welch Two Sample t-test  
##   
## data: df$y and df$x  
## t = 0.76911, df = 136.16, p-value = 0.4432  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -0.2688031 0.6109616  
## sample estimates:  
## mean of x mean of y   
## 0.2799667 0.1088874

with p-value=0.4432 the hypothesis that y and x has the same average is NOT rejected.

1. Now perform this test by hand using just the first 5 observations. Please write out all your steps in latex.

n<-5  
x1<-x[1:n]  
y1<-y[1:n]  
mean(x1)

## [1] 0.1292699

sd(x1)

## [1] 0.9610394

se\_x1<-sd(x1)/sqrt(n)  
se\_x1

## [1] 0.4297899

mean(y1)

## [1] -0.03860587

sd(y1)

## [1] 2.316324

se\_y1<-sd(y1)/sqrt(n)  
se\_y1

## [1] 1.035892

se\_diff<-sqrt(se\_x1^2+se\_y1^2)  
se\_diff

## [1] 1.121513

df\_eq<- ((se\_diff)^2)/((se\_x1)^4/(n-1)+(se\_y1)^4/(n-1))  
T\_statistics=((mean(x1)-mean(y1))/se\_diff)  
T\_statistics

## [1] 0.1496869

thresholds<-qt(p=0.975,df=df\_eq)  
thresholds

## [1] 2.714718

since the t\_statistics lies withing the thresholds, the Null hypothesis(True Mean(y)=True Mean(x)) is NOT rejected.

1. Using R, test whether the mean of Y is significantly different from 0.

t.test(y,mu=0)

##   
## One Sample t-test  
##   
## data: y  
## t = 1.3758, df = 99, p-value = 0.172  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## -0.1238183 0.6837516  
## sample estimates:  
## mean of x   
## 0.2799667

So according to the p-value mean(y)=0 is Not rejected.

1. Again using the first five obsevations, test by hand whether the mean of Y is different from 0.

n=5  
y1<-y[1:n]  
mean(y1)

## [1] -0.03860587

sd(y1)

## [1] 2.316324

se\_y<-sd(y1)/sqrt(n)  
T\_statistics<-mean(y1)/se\_y  
T\_statistics

## [1] -0.03726825

thresholds<-qt(p=0.975,df=n-1)  
thresholds

## [1] 2.776445

since the t\_statistics lies withing the thresholds, the Null hypothesis(True Mean(y)=0) is NOT rejected.

1. Assuming the mean and sd of Y that you calculate from the first five observations would not change, what is the minimum total number of observations you would need to be able to conclude that the mean of Y is different from 0 at the p = 0.01 confidence level?

By increseing n we increase T\_{statistics} to exceed the thresholds to reject the Null-Hypothesis. Knowing that increasing n would change thresholds very slightly, we may approximate n as follows and then check if our assumption works.In fact we need to do itteration over n: n\_{old}=5

T<-qt(0.995,4)  
print(T)

## [1] 4.604095

mean(y1)

## [1] -0.03860587

sd(y1)

## [1] 2.316324

So n=13 would be a good choice. Now we substitute df=n-1=12 into the T\_distribution.

T<-qt(0.995,12)  
print(T)

## [1] 3.05454

mean(y1)

## [1] -0.03860587

sd(y1)

## [1] 2.316324

so it did not converge at all. That means even if we increase n to 10^6 still we are unable to reject the Null Hypothesis (True Mean(y)=0).

1. Verify (d) (approximately) by increasing the simulated data to the n you calculated in (e) that would be necessary. If the test of Y = 0 is still not significant, explain why. (Go back to using the original 100-observation dataset for g and h.)

as calculated in e there would be no convergance to define n. as we increase the n we are just increasing the random numbers around zero and there would be no specific tendecy or direction of the data to be bossted. here we put n=50 to show it:

n=50  
y2<-y[1:n]  
t.test(y2,mu=0)

##   
## One Sample t-test  
##   
## data: y2  
## t = 0.54906, df = 49, p-value = 0.5855  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## -0.3947730 0.6915952  
## sample estimates:  
## mean of x   
## 0.1484111

1. Create a categorical (factor) variable c, where c = 1 if x < -1, c = 3 if x > 1, and c = 2 otherwise. Use R to perform an F test for whether the mean of y differs across these three groups.

c=0;  
  
  
for (i in 1:length(x))  
{  
 if(x[i]<(-1))  
 {c[i]=1}  
 if(x[i]>1)  
 {c[i]=3}  
 if((x[i]>=-1)&(x[i]<=1))  
 {c[i]=2}  
}  
c<-as.numeric(c)  
df<-data.frame(c=as.numeric(c),x=as.numeric(x))  
aov.ex1 = aov(x~c,data=df)   
aov.ex1

## Call:  
## aov(formula = x ~ c, data = df)  
##   
## Terms:  
## c Residuals  
## Sum of Squares 56.51168 23.35777  
## Deg. of Freedom 1 98  
##   
## Residual standard error: 0.4882055  
## Estimated effects may be unbalanced

summary(aov.ex1)

## Df Sum Sq Mean Sq F value Pr(>F)   
## c 1 56.51 56.51 237.1 <2e-16 \*\*\*  
## Residuals 98 23.36 0.24   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

So the TRUE mean for these 3 groups are significantly different.

1. Using the first three observations for each group, calculate the same F test by hand.

c<-as.numeric(c)  
x1<-x[c==1]  
x2<-x[c==2]  
x3<-x[c==3]  
  
n1<-3  
mean1<-mean(x1[1:n1])  
sd1<-sd(x1[1:n1])  
  
n2<-3  
mean2<-mean(x2[1:n2])  
sd2<-sd(x2[1:n2])  
  
n3<-3  
mean3<-mean(x3[1:n3])  
sd3<-sd(x3[1:n3])  
  
N<-9  
G=3;  
meanx<-sum(n1\*mean1+n2\*mean2+n3\*mean3)/(n1+n2+n3)  
  
avbg<-(n1\*(mean1-meanx)^2+n2\*(mean2-meanx)^2+n3\*(mean3-meanx)^2)/(G-1)  
avwg<-((n1-1)\*sd1^2+(n2-1)\*sd2^2+(n3-1)\*sd3^2)/(N-G)  
df1<-G-1;  
df2<-N-G  
F\_stat<-avbg/avwg  
F\_stat

## [1] 49.44454

threshold<-qf(p=0.95,df1,df2,lower.tail = F)  
threshold

## [1] 0.0517343

As it is seen, the F-statistics which is way more than the thresholds, thus the Null hypothesis is rejected. which means the x1,x2 and x3 have not the same true mean. ---------

1. Generate a new 100-observation dataset as before, except now y = 0.1 + 0.2 \* x + e
2. Regress y on x using R, and report the results.

set.seed(1)  
x <- rnorm(100,0,1)  
y <- 0.1 + 0.2\*x + rnorm(100,0,1)  
dat <- data.frame(x=x,y=y)  
#To estimate our model - ie, to regress Y on X - we simply run:  
biv\_model <- lm(y~x,data=dat)  
summary(biv\_model)

##   
## Call:  
## lm(formula = y ~ x, data = dat)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.8768 -0.6138 -0.1395 0.5394 2.3462   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 0.06231 0.09699 0.642 0.5221   
## x 0.19894 0.10773 1.847 0.0678 .  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.9628 on 98 degrees of freedom  
## Multiple R-squared: 0.03363, Adjusted R-squared: 0.02377   
## F-statistic: 3.41 on 1 and 98 DF, p-value: 0.06781

1. Discuss the coefficient on x and its standard error, and present the 95% CI.

So the calculated x coefficient is 0.19894 with std.error=0.10773

q<-qt(0.975,98)

B1<-as.numeric(biv\_model$coefficients[2])  
se<-0.10773  
B1-se\*q

## [1] -0.01484707

B1+se\*q

## [1] 0.4127263

so: -0.0148197)) However, P-value is also (as I remembered) was calculated based on the area of one end tail which is the half of what we calculated here.

P\_value<-(1-pt(t,98))  
P\_value

## [1] 0.03388219

1. Discuss the F-statistic and its p-value, and calculate that p-value from the F statistic using R. What does this test and its p-value indicate?

F statistics measures the overall significance of the model. The Null hypothesis for the F-test is that are all coefficients true mean =0.

P\_value<-1-pf(3.41,1,98)  
P\_value

## [1] 0.06782021

Since p-value is 0.0678 which is close to 0.05, we might say for at least more than 93% chance , The Null is rejected and the overal regression results are significant.

1. Using the first five observations, calculate by hand the coefficient on x, its standard error, and the adjusted R2. Be sure to show your work.

y1<-y[1:5]  
y1

## [1] -0.6456574 0.1788445 -0.9780474 0.5770849 -0.4886831

x1<-x[1:5]  
x1

## [1] -0.6264538 0.1836433 -0.8356286 1.5952808 0.3295078

mean(x1)

## [1] 0.1292699

sd(x1)

## [1] 0.9610394

mean(y1)

## [1] -0.2712917

sd(y1)

## [1] 0.6342866

var(y1)

## [1] 0.4023195

cov(x1,y1)

## [1] 0.5473849

$$\_{1} = ==0.5928

$$se\_{\hat{y}} = \sqrt{ \frac{ (-0.7304457+0.6456574)^2+(-0.241681-0.1788445)^2+(-0.9274865+0.9780474)^2+(-0.005604071-0.5770849)^2 +(-0.6373913+0.4886831)}{5-2}}=0.09435135$
$$

se\_{*0} = se*{}

se\_{*1} = se*{}

se\_{\_1} =0.09435135=0.04909474$$

$$adjusted R^2=(1.6089/4-0.3774/3)/(1.608948/4)=0.6872

1. Now generate y = 0.1 + 0.2 \* x - 0.5 \* x^2 + e with 100 observations.

set.seed(1)  
x <- rnorm(100,0,1)  
y <- 0.1 + 0.2\*x -0.5\*x^2+ rnorm(100,0,1)  
dat <- data.frame(x=x,y=y)

1. Regress y on x and x^2 and report the results. If x or x^2 are not statistically significant, suggest why.

biv\_model <- lm(y~x+I(x^2),data=dat)  
summary(biv\_model)

##   
## Call:  
## lm(formula = y ~ x + I(x^2), data = dat)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.9650 -0.6254 -0.1288 0.5803 2.2700   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 0.15672 0.11766 1.332 0.1860   
## x 0.21716 0.10798 2.011 0.0471 \*   
## I(x^2) -0.61892 0.08477 -7.302 7.93e-11 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.958 on 97 degrees of freedom  
## Multiple R-squared: 0.3602, Adjusted R-squared: 0.347   
## F-statistic: 27.31 on 2 and 97 DF, p-value: 3.912e-10

x and x^2 are both statistically significant.

1. Based on the known coefficients that we used to create y, what is the effect on y of increasing x by 1 unit from 1 to 2?

x1<-1  
x2<-2  
x<-x1  
y1 = 0.1 + 0.2 \* x - 0.5 \* x^2  
x<-x2  
y2 = 0.1 + 0.2 \* x - 0.5 \* x^2  
  
print(y2-y1)

## [1] -1.3

1. Based on the coefficients estimated from 4(a), what is the effect on y of changing x from -0.5 to -0.7?

beta<-as.numeric(biv\_model$coefficients)  
x<-(-0.5)  
y1<-beta[1]+beta[2]\*x+beta[3]\*x^2  
  
x<-(-0.7)  
y2<-beta[1]+beta[2]\*x+beta[3]\*x^2  
print(y2-y1)

## [1] -0.1919733

1. Now generate x2 as a random normal variable with a mean of -1 and a sd of 1. Create a new dataset where y = 0.1 + 0.2 \* x +20.5 ??? x ??? x2 + e.

set.seed(100)  
x <- rnorm(100,0,1)  
x2<- rnorm(100,-1,1)  
y <-0.1 + 0.2\*x-0.5\*x\*x2  
df<-data.frame(x,x2,y)

1. Based on the known coefficients, what is the effect of increasing x2 from 0 to 1 with x held at its mean?

a<-mean(x)  
b1<-0  
b2<-1  
y1 <-0.1 + 0.2\*a-0.5\*a\*b1  
y2 <-0.1 + 0.2\*a-0.5\*a\*b2  
y1

## [1] 0.1005825

y2

## [1] 0.09912623

print(y2-y1)

## [1] -0.001456281

1. Regress y on x, x2, and their interaction. Based on the regression-estimated coefficients, what is the effect on y of shifting x from -0.5 to -0.7 with x2 held at 1?

reg1<-lm(y~x+x2+x\*x2,data = df)  
summary(reg1)

## Warning in summary.lm(reg1): essentially perfect fit: summary may be  
## unreliable

##   
## Call:  
## lm(formula = y ~ x + x2 + x \* x2, data = df)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.124e-16 -4.877e-17 -6.240e-18 4.045e-17 8.898e-16   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.000e-01 2.242e-17 4.460e+15 <2e-16 \*\*\*  
## x 2.000e-01 1.916e-17 1.044e+16 <2e-16 \*\*\*  
## x2 3.138e-17 1.771e-17 1.772e+00 0.0795 .   
## x:x2 -5.000e-01 1.544e-17 -3.238e+16 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.39e-16 on 96 degrees of freedom  
## Multiple R-squared: 1, Adjusted R-squared: 1   
## F-statistic: 1.055e+33 on 3 and 96 DF, p-value: < 2.2e-16

The coefficients in the regresion model are 100% equal to the true value and consequently, R^2=1

beta<-as.numeric(reg1$coefficients)  
yp<-beta[1]+beta[2]\*x+beta[3]\*x1+beta[4]\*x\*x1  
b<-1  
a1<-(-0.5)  
a2<-(-0.7)  
y1<-beta[1]+beta[2]\*a1+beta[3]\*b+beta[4]\*a1\*b  
y2<-beta[1]+beta[2]\*a2+beta[3]\*b+beta[4]\*a2\*b  
print(y2-y1)

## [1] 0.06

1. Regress the current y on x alone. Using the R2 from this regression and the R2 from 5(b), perform by hand an F test of the complete model (5b) against the reduced, bivariate model. What does this test tell you?

reg2<-lm(y~x,data = df)  
summary(reg2)

##   
## Call:  
## lm(formula = y ~ x, data = df)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.75770 -0.16325 -0.05562 0.07010 2.04874   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 0.15453 0.04546 3.399 0.000978 \*\*\*  
## x 0.62961 0.04476 14.066 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.4546 on 98 degrees of freedom  
## Multiple R-squared: 0.6688, Adjusted R-squared: 0.6654   
## F-statistic: 197.9 on 1 and 98 DF, p-value: < 2.2e-16

r2\_r<-0.6688 # r squared reduced  
  
r2\_c<-1 # r squared complete regression   
df1<-2 #number of additional variables  
df2<-(100-3-1)  
F\_stat<- ((r2\_c^2-r2\_r^2)/df1)/((1-r2\_c^2)/df2)  
F\_stat

## [1] Inf

1-pf(F\_stat,2,(100-6-1))

## [1] 0

This very small p-value tells us that the complete model is infact highly boost the model and is much much better.

1. Generate a new variable y2 using the data from (5) which is 1 if y > 0 and 0 otherwise.
2. Perform a logistic regression of y2 on x, x2, and their interaction, and interpret the results.

y2<-ifelse(y>0,1,0)  
df<-data.frame(x,x2,y2)  
reg1<-glm(y2~x+x2+x\*x2,data=df,family="binomial")

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

summary(reg1)

##   
## Call:  
## glm(formula = y2 ~ x + x2 + x \* x2, family = "binomial", data = df)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -6.157e-04 -2.000e-08 2.000e-08 2.000e-08 6.568e-04   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) 277.51 32267.09 0.009 0.993  
## x 618.78 47587.20 0.013 0.990  
## x2 13.52 26399.55 0.001 1.000  
## x:x2 -1259.15 115000.31 -0.011 0.991  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1.2949e+02 on 99 degrees of freedom  
## Residual deviance: 8.2017e-07 on 96 degrees of freedom  
## AIC: 8  
##   
## Number of Fisher Scoring iterations: 25

Unfortunately the logistic regression algorithm is not converging.

1. What is the effect of increasing x2 from 0 to 1 with x held at its mean on the probability that y2 is 1?

mean(x)

## [1] 0.002912563

If we had the coefficients the procedure is very easy and straightforward:

1. so having x2=0 and x=0.003 we simply calculate p(y=1)=a1 2)having x2=1 and x=0.003 we simply calculate p(y=1)=a2
2. ans=a2-a1
3. Generate a dataset with 300 observations and three variables: f, x1, and x2. f should be a factor with three levels, where level 1 corresponds to observations 1-100, level 2 to 101-200, and level 3 to 201-300.Create x1 and x2 such that the first 100 observations have a mean of 1 for x1 and 1 for x2, each with a standard deviation of 2; the second 100 observations have a mean of 0 for x1 and 1 for x2, both with a standard deviation of 1; and the third 100 observations have a mean of 1 for x1 and 0 for x2, both with a standard deviation of 0.5.

x1<-c(rnorm(100,1,2),rnorm(100,0,1),rnorm(100,1,0.5))  
x2<-c(rnorm(100,1,2),rnorm(100,1,1),rnorm(100,0,0.5))  
y<-as.factor(c(rep(1,100),rep(2,100),rep(3,100)))  
df<-data.frame(x1,x2,y)  
head(df)

## x1 x2 y  
## 1 1.0563435 -1.8925749 1  
## 2 0.2865932 1.6317115 1  
## 3 2.7052528 0.3145050 1  
## 4 2.0267305 -2.8627062 1  
## 5 3.0364060 1.4856420 1  
## 6 -1.0429582 0.2744641 1

1. Using the k-means algorithm, peform a cluster analysis of these data using a k of 3 (use only x1 and x2 in your calculations; use f only to verify your results). Comparing your clusters with f, how many datapoints are correctly classified into the correct cluster? How similar are the centroids from your analysis to the true centers?
2. Perform a factor analysis of this data using your preferred function. Using the scree plot, how many factors do you think you should include? Speculate about how these results relate to those you got with the cluster analysis.

set.seed(1)  
cat <- as.factor(floor(runif(300,1,4)))  
df <- cbind(df,cat)  
for(i in 1:100) #100 iteration  
{  
 # 2(a): get centroids of two groups  
 centroids <- aggregate(df[,1:2],by=list(cat=df$cat),FUN=mean)   
   
 # 2(b): calculate distances of each point to centroid 1 (d1) and centroid 2 (d2)  
 d1 <- sqrt( (df[,1]-centroids[1,2])^2 + (df[,2]-centroids[1,3])^2 )  
 d2 <- sqrt( (df[,1]-centroids[2,2])^2 + (df[,2]-centroids[2,3])^2 )  
 d3 <- sqrt( (df[,1]-centroids[3,2])^2 + (df[,2]-centroids[3,3])^2 )  
 # then reassign the category variable depending on which centroid is closer   
 for (j in 1:length(df[,1]))  
 {  
 if ((d1[j]<d2[j])&(d1[j]<d3[j]))  
 {  
 df$cat[j] <- 1  
 }  
 if ((d2[j]<d1[j])&(d2[j]<d3[j]))  
 {  
 df$cat[j]<- 2  
 }  
 if ((d3[j]<d1[j])&(d3[j]<d2[j]))  
 {  
 df$cat[j]<- 3  
 }  
 }  
}  
sum(df$y==df$cat)

## [1] 44

print(centroids)

## cat x1 x2  
## 1 1 1.1701052 -0.1185835  
## 2 2 2.0284513 2.8271152  
## 3 3 -0.7244402 1.3719655

true\_centrid<-rbind(c(1,1),c(0,1),c(1,0))  
true\_centrid

## [,1] [,2]  
## [1,] 1 1  
## [2,] 0 1  
## [3,] 1 0

so 176 out of 300 observations are classified correctly. So the centroids calculated by the algorithm is not very accuarate but some how close to the true centroids. ----------------------

1. Generate a dataset of 200 observations, this time with 90 independent variables, each of mean 0 and sd
2. Create y such that: y = 2x1 + ... + 2x30 ??? x31 ??? ... ??? x60 + 0 \* x61 + ... + 0 \* x90 + e where e is a random normal variable with mean 0 and sd 10. (Ie, the first 30 x's have a coefficient of 2; the next 30 have a coefficient of -1; and the last 30 have a coefficient of 0.)

df<-rnorm(200,0,1)  
y<-0;  
for (i in 1:89)  
{  
   
 df<-cbind(df,rnorm(200,0,1))  
}  
for (i in 1:200)  
{  
   
 y[i]<-2\*sum(df[i,1:30])-1\*sum(df[i,31:60])  
}  
  
df<-as.data.frame(cbind(df,y))

1. Perform an elastic net regression of y on all the x variables using just the first 100 observations. Use 10-fold cross-validation to find the best value of lambda and approximately the best value of alpha.

insample <- df[1:100,]  
outsample <- df[101:200,]  
library(glmnet)

## Warning: package 'glmnet' was built under R version 3.2.1

## Loading required package: Matrix  
## Loading required package: foreach

## Warning: package 'foreach' was built under R version 3.2.1

## Loaded glmnet 2.0-2

trainx<-as.matrix(insample[,1:90])  
trainy<-insample[,91]  
testx<-as.matrix(outsample[,1:90])  
testy<-outsample[,91]  
  
lambdalevels <- 10^seq(7,-2,length=100)  
  
  
##############   
reg=cv.glmnet(trainx,trainy,alpha=1,lambda=lambdalevels)  
  
bestlambda <- reg$lambda.min  
mse.min <- reg$cvm[reg$lambda == reg$lambda.min]  
print(mse.min)

## [1] 2.602191

reg=cv.glmnet(trainx,trainy,alpha=0.8,lambda=lambdalevels)  
mse.min <- reg$cvm[reg$lambda == reg$lambda.min]  
print(mse.min)

## [1] 2.982033

#37.011  
  
reg=cv.glmnet(trainx,trainy,alpha=0.6,lambda=lambdalevels)  
mse.min <- reg$cvm[reg$lambda == reg$lambda.min]  
print(mse.min)

## [1] 0.8829161

reg=cv.glmnet(trainx,trainy,alpha=0.4,lambda=lambdalevels)  
mse.min <- reg$cvm[reg$lambda == reg$lambda.min]  
print(mse.min)

## [1] 0.6643207

reg=cv.glmnet(trainx,trainy,alpha=0.2,lambda=lambdalevels)  
mse.min <- reg$cvm[reg$lambda == reg$lambda.min]  
print(mse.min)

## [1] 3.080613

reg=cv.glmnet(trainx,trainy,alpha=0,lambda=lambdalevels)  
mse.min <- reg$cvm[reg$lambda == reg$lambda.min]  
print(mse.min)

## [1] 3.823864

So the best results (lowest Mean square error(MSE)) comes with alpha=0.2 .

reg=cv.glmnet(trainx,trainy,alpha=0.2,lambda=lambdalevels)  
  
plot(reg)
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bestlambda <- reg$lambda.min  
print(bestlambda)

## [1] 0.01

mse.min <- reg$cvm[reg$lambda == reg$lambda.min]  
print(mse.min)

## [1] 1.312098

1. How accurate are your coefficients from (a)? Summarize your results any way you like, but please don't give us the raw coefficients from 90 variables.

head(predict(reg, type="coefficients",s=bestlambda))

## 6 x 1 sparse Matrix of class "dgCMatrix"  
## 1  
## (Intercept) -0.003903261  
## df 1.991568209  
## V2 2.005925823  
## V3 2.000084572  
## V4 2.010886014  
## V5 2.011902188

we have a great output. all first 30 coefficients are close to 2, the next 30 close to -1 and the last 30are close to 0. Just as what is expected.

1. Using the results from (b), predict y for the second 100 observations. How accurate is your prediction?

yhat.l <- predict(reg$glmnet.fit, s=reg$lambda.min, newx=testx)  
mse.las <- sum((testy - yhat.l)^2)/nrow(testx)  
mse.las

## [1] 0.01915599

1. Attempt to compare the predictive accuracy here to the accuracy of a prediction made using regular multiple regression. Explain your results, including if the regular regression failed for any reason.

lmout <- lm(trainy~trainx)  
head(summary(lmout))

## $call  
## lm(formula = trainy ~ trainx)  
##   
## $terms  
## trainy ~ trainx  
## attr(,"variables")  
## list(trainy, trainx)  
## attr(,"factors")  
## trainx  
## trainy 0  
## trainx 1  
## attr(,"term.labels")  
## [1] "trainx"  
## attr(,"order")  
## [1] 1  
## attr(,"intercept")  
## [1] 1  
## attr(,"response")  
## [1] 1  
## attr(,".Environment")  
## <environment: R\_GlobalEnv>  
## attr(,"predvars")  
## list(trainy, trainx)  
## attr(,"dataClasses")  
## trainy trainx   
## "numeric" "nmatrix.90"   
##   
## $residuals  
## 1 2 3 4 5   
## -2.540924e-15 2.452198e-15 8.630128e-16 -2.208194e-16 1.634714e-15   
## 6 7 8 9 10   
## -3.684771e-15 1.349789e-15 5.246818e-16 2.801813e-15 -9.551761e-16   
## 11 12 13 14 15   
## 1.622174e-15 3.530030e-15 4.677620e-15 -1.945709e-15 -2.161514e-16   
## 16 17 18 19 20   
## -1.045559e-15 1.541533e-15 4.902303e-17 -3.321595e-16 1.139815e-15   
## 21 22 23 24 25   
## -2.675632e-15 -1.132474e-15 -3.179406e-15 3.147606e-15 -1.870972e-15   
## 26 27 28 29 30   
## 1.334699e-17 1.215302e-15 1.971077e-15 -1.994589e-15 2.343005e-15   
## 31 32 33 34 35   
## 2.083262e-15 -1.849134e-15 1.780206e-15 -2.216198e-15 8.808957e-16   
## 36 37 38 39 40   
## 4.558807e-16 -3.949323e-15 -1.098004e-15 -7.774669e-16 8.592776e-17   
## 41 42 43 44 45   
## -3.099853e-15 4.320403e-15 -2.121420e-15 -2.821340e-15 -1.363444e-15   
## 46 47 48 49 50   
## -1.576524e-15 -4.515740e-16 2.713929e-15 2.149206e-15 -2.107329e-15   
## 51 52 53 54 55   
## 3.715657e-15 4.378168e-16 -7.535862e-16 1.737885e-15 1.270325e-15   
## 56 57 58 59 60   
## 1.460534e-15 6.771278e-16 7.968977e-16 -4.078025e-15 -1.907074e-15   
## 61 62 63 64 65   
## -3.309082e-16 2.481288e-15 -5.392915e-15 -8.391317e-16 1.740777e-16   
## 66 67 68 69 70   
## 2.237714e-15 -6.547204e-16 9.488247e-16 -2.928211e-15 6.964561e-16   
## 71 72 73 74 75   
## -4.273971e-15 -2.328192e-15 3.797186e-15 -3.486412e-15 -2.393013e-15   
## 76 77 78 79 80   
## -3.001137e-15 -6.567388e-16 -3.852366e-16 5.952102e-16 2.735718e-16   
## 81 82 83 84 85   
## -1.221554e-15 2.007555e-15 1.773617e-15 2.109260e-16 1.938720e-15   
## 86 87 88 89 90   
## -4.786473e-17 1.952676e-16 4.554836e-16 -7.299104e-16 2.381406e-15   
## 91 92 93 94 95   
## -1.156926e-15 9.230866e-16 -1.766779e-17 1.554804e-15 7.070567e-16   
## 96 97 98 99 100   
## -4.005769e-16 -9.000946e-16 7.746003e-16 8.735162e-16 2.666757e-15   
##   
## $coefficients  
## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) -8.293366e-15 1.808172e-15 -4.586602e+00 1.315380e-03  
## trainxdf 2.000000e+00 2.143875e-15 9.328904e+14 9.514706e-132  
## trainxV2 2.000000e+00 3.156676e-15 6.335779e+14 3.095070e-130  
## trainxV3 2.000000e+00 2.554650e-15 7.828861e+14 4.608757e-131  
## trainxV4 2.000000e+00 1.513473e-15 1.321464e+15 4.143561e-133  
## trainxV5 2.000000e+00 2.064028e-15 9.689790e+14 6.761478e-132  
## trainxV6 2.000000e+00 2.230110e-15 8.968167e+14 1.356869e-131  
## trainxV7 2.000000e+00 2.181087e-15 9.169739e+14 1.110857e-131  
## trainxV8 2.000000e+00 3.013589e-15 6.636605e+14 2.038718e-130  
## trainxV9 2.000000e+00 1.597285e-15 1.252125e+15 6.730413e-133  
## trainxV10 2.000000e+00 1.903998e-15 1.050421e+15 3.270389e-132  
## trainxV11 2.000000e+00 2.146335e-15 9.318211e+14 9.613421e-132  
## trainxV12 2.000000e+00 2.589643e-15 7.723072e+14 5.209072e-131  
## trainxV13 2.000000e+00 2.320437e-15 8.619068e+14 1.939672e-131  
## trainxV14 2.000000e+00 2.386764e-15 8.379546e+14 2.499691e-131  
## trainxV15 2.000000e+00 2.068687e-15 9.667970e+14 6.900064e-132  
## trainxV16 2.000000e+00 1.954126e-15 1.023476e+15 4.132125e-132  
## trainxV17 2.000000e+00 2.808432e-15 7.121411e+14 1.080877e-130  
## trainxV18 2.000000e+00 2.792512e-15 7.162009e+14 1.026968e-130  
## trainxV19 2.000000e+00 2.707012e-15 7.388221e+14 7.762683e-131  
## trainxV20 2.000000e+00 2.157474e-15 9.270099e+14 1.007190e-131  
## trainxV21 2.000000e+00 2.427262e-15 8.239736e+14 2.908381e-131  
## trainxV22 2.000000e+00 2.884640e-15 6.933273e+14 1.375391e-130  
## trainxV23 2.000000e+00 2.746604e-15 7.281720e+14 8.846372e-131  
## trainxV24 2.000000e+00 1.750197e-15 1.142728e+15 1.532442e-132  
## trainxV25 2.000000e+00 3.159749e-15 6.329616e+14 3.122298e-130  
## trainxV26 2.000000e+00 3.338202e-15 5.991250e+14 5.119338e-130  
## trainxV27 2.000000e+00 1.623671e-15 1.231776e+15 7.799804e-133  
## trainxV28 2.000000e+00 1.442509e-15 1.386473e+15 2.689473e-133  
## trainxV29 2.000000e+00 2.695351e-15 7.420184e+14 7.466872e-131  
## trainxV30 2.000000e+00 2.767123e-15 7.227724e+14 9.459257e-131  
## trainxV31 -1.000000e+00 3.395378e-15 -2.945180e+14 3.053967e-127  
## trainxV32 -1.000000e+00 2.103878e-15 -4.753126e+14 4.112033e-129  
## trainxV33 -1.000000e+00 1.976123e-15 -5.060413e+14 2.339898e-129  
## trainxV34 -1.000000e+00 2.286389e-15 -4.373710e+14 8.694030e-129  
## trainxV35 -1.000000e+00 2.362279e-15 -4.233201e+14 1.166409e-128  
## trainxV36 -1.000000e+00 2.135365e-15 -4.683041e+14 4.700234e-129  
## trainxV37 -1.000000e+00 2.471968e-15 -4.045359e+14 1.754919e-128  
## trainxV38 -1.000000e+00 2.344414e-15 -4.265457e+14 1.089382e-128  
## trainxV39 -1.000000e+00 2.787078e-15 -3.587987e+14 5.166694e-128  
## trainxV40 -1.000000e+00 1.714370e-15 -5.833048e+14 6.513445e-130  
## trainxV41 -1.000000e+00 1.816134e-15 -5.506203e+14 1.094463e-129  
## trainxV42 -1.000000e+00 1.956644e-15 -5.110790e+14 2.140317e-129  
## trainxV43 -1.000000e+00 2.562555e-15 -3.902355e+14 2.426218e-128  
## trainxV44 -1.000000e+00 2.463977e-15 -4.058479e+14 1.704515e-128  
## trainxV45 -1.000000e+00 2.118116e-15 -4.721177e+14 4.369365e-129  
## trainxV46 -1.000000e+00 2.029505e-15 -4.927310e+14 2.974278e-129  
## trainxV47 -1.000000e+00 2.040725e-15 -4.900220e+14 3.125578e-129  
## trainxV48 -1.000000e+00 2.294005e-15 -4.359188e+14 8.958193e-129  
## trainxV49 -1.000000e+00 2.028179e-15 -4.930531e+14 2.956841e-129  
## trainxV50 -1.000000e+00 2.013354e-15 -4.966837e+14 2.767907e-129  
## trainxV51 -1.000000e+00 2.118850e-15 -4.719542e+14 4.383006e-129  
## trainxV52 -1.000000e+00 2.054474e-15 -4.867425e+14 3.320301e-129  
## trainxV53 -1.000000e+00 2.697522e-15 -3.707106e+14 3.850845e-128  
## trainxV54 -1.000000e+00 2.984758e-15 -3.350356e+14 9.573096e-128  
## trainxV55 -1.000000e+00 1.989056e-15 -5.027509e+14 2.481388e-129  
## trainxV56 -1.000000e+00 2.141794e-15 -4.668983e+14 4.829144e-129  
## trainxV57 -1.000000e+00 2.877659e-15 -3.475047e+14 6.890087e-128  
## trainxV58 -1.000000e+00 2.158356e-15 -4.633156e+14 5.175810e-129  
## trainxV59 -1.000000e+00 2.025943e-15 -4.935974e+14 2.927623e-129  
## trainxV60 -1.000000e+00 2.462265e-15 -4.061302e+14 1.693884e-128  
## trainxV61 -3.892393e-16 2.228013e-15 -1.747024e-01 8.651804e-01  
## trainxV62 1.007502e-14 2.887342e-15 3.489375e+00 6.836875e-03  
## trainxV63 6.076765e-15 2.633136e-15 2.307806e+00 4.640286e-02  
## trainxV64 2.668587e-15 1.853955e-15 1.439403e+00 1.838950e-01  
## trainxV65 2.971252e-15 1.781052e-15 1.668257e+00 1.296097e-01  
## trainxV66 1.649882e-15 2.061923e-15 8.001669e-01 4.442211e-01  
## trainxV67 1.191761e-15 2.306019e-15 5.168046e-01 6.177514e-01  
## trainxV68 2.525581e-15 2.484261e-15 1.016633e+00 3.358776e-01  
## trainxV69 -3.488719e-15 2.287024e-15 -1.525441e+00 1.614898e-01  
## trainxV70 -2.261684e-15 2.651004e-15 -8.531424e-01 4.157076e-01  
## trainxV71 -3.825411e-15 1.795933e-15 -2.130041e+00 6.201732e-02  
## trainxV72 -2.795878e-15 2.174201e-15 -1.285933e+00 2.305637e-01  
## trainxV73 -1.073090e-14 2.962453e-15 -3.622302e+00 5.551801e-03  
## trainxV74 4.611352e-15 2.228232e-15 2.069512e+00 6.841815e-02  
## trainxV75 -2.206370e-15 2.609270e-15 -8.455890e-01 4.196943e-01  
## trainxV76 -1.004018e-15 1.740191e-15 -5.769586e-01 5.781113e-01  
## trainxV77 -1.869033e-15 2.264894e-15 -8.252190e-01 4.305764e-01  
## trainxV78 -3.655604e-15 2.291620e-15 -1.595205e+00 1.451308e-01  
## trainxV79 2.079067e-17 2.172316e-15 9.570738e-03 9.925726e-01  
## trainxV80 -5.065302e-16 2.827814e-15 -1.791243e-01 8.618078e-01  
## trainxV81 -6.671838e-15 3.158228e-15 -2.112526e+00 6.380755e-02  
## trainxV82 4.775300e-16 1.587705e-15 3.007675e-01 7.704240e-01  
## trainxV83 1.976971e-15 2.758803e-15 7.166045e-01 4.917940e-01  
## trainxV84 3.237585e-15 1.991607e-15 1.625615e+00 1.384766e-01  
## trainxV85 -7.603465e-15 2.460223e-15 -3.090559e+00 1.291781e-02  
## trainxV86 -5.111789e-15 2.020128e-15 -2.530429e+00 3.221270e-02  
## trainxV87 -7.864765e-17 2.440598e-15 -3.222474e-02 9.749962e-01  
## trainxV88 -2.880532e-15 2.227775e-15 -1.293009e+00 2.282112e-01  
## trainxV89 6.043828e-15 2.438154e-15 2.478854e+00 3.505727e-02  
## trainxV90 -4.429923e-15 2.039043e-15 -2.172550e+00 5.787262e-02  
##   
## $aliased  
## (Intercept) trainxdf trainxV2 trainxV3 trainxV4 trainxV5   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV6 trainxV7 trainxV8 trainxV9 trainxV10 trainxV11   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV12 trainxV13 trainxV14 trainxV15 trainxV16 trainxV17   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV18 trainxV19 trainxV20 trainxV21 trainxV22 trainxV23   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV24 trainxV25 trainxV26 trainxV27 trainxV28 trainxV29   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV30 trainxV31 trainxV32 trainxV33 trainxV34 trainxV35   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV36 trainxV37 trainxV38 trainxV39 trainxV40 trainxV41   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV42 trainxV43 trainxV44 trainxV45 trainxV46 trainxV47   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV48 trainxV49 trainxV50 trainxV51 trainxV52 trainxV53   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV54 trainxV55 trainxV56 trainxV57 trainxV58 trainxV59   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV60 trainxV61 trainxV62 trainxV63 trainxV64 trainxV65   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV66 trainxV67 trainxV68 trainxV69 trainxV70 trainxV71   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV72 trainxV73 trainxV74 trainxV75 trainxV76 trainxV77   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV78 trainxV79 trainxV80 trainxV81 trainxV82 trainxV83   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV84 trainxV85 trainxV86 trainxV87 trainxV88 trainxV89   
## FALSE FALSE FALSE FALSE FALSE FALSE   
## trainxV90   
## FALSE   
##   
## $sigma  
## [1] 6.851183e-15

yhat.r <- cbind(1,testx) %\*% lmout$coefficients  
# ^^ we predict via matrix multiplication rather than just using predict()   
# because x was made a matrix to make glmnet happy  
mse.reg <- sum((testy - yhat.r)^2)/nrow(testx)  
mse.reg

## [1] 1.438141e-27

what we see here is a perfect fit between regression coefficients and real values in a way that R^2 =1. This is may be because the data size is very well suited for multiple regression. We do not have too much observation (very high n) to cause over fitting. Having very large n (~ 10^6)however, I expect elastic net method more accurate.beacuase of overfitting.

1. As in problem 6, use the data from 8 to generate a new y2 that is 1 if y > 0 and 0 otherwise.
2. Using the same process as in 8, estimate an SVM model of y2 on all the x variables for the first 100 variables. Use 10-fold cross-validation to select the best kernel.
3. Using the results from (a), predict y2 for the second 100 observations, and report your accuracy.

library(e1071)

## Warning: package 'e1071' was built under R version 3.2.1

y2<-as.factor(ifelse(y>0,1,0))  
df<-cbind(df,y2)  
df<-df[,-91] #removing y  
traindf<-df[1:100,]  
testdf<-df[101:200,]  
costvalues <- 10^seq(-3,2,1)  
  
  
tuned.svm <- tune(svm,y2~.,data=traindf,ranges=list(cost=costvalues), kernel="linear")  
yhat <- predict(tuned.svm$best.model,newdata=testdf)  
table(predicted=yhat,truth=testdf$y)

## truth  
## predicted 0 1  
## 0 39 20  
## 1 11 30

sum(yhat==testdf$y)/length(testdf$y)

## [1] 0.69

tuned.svm <- tune(svm,y2~.,data=traindf,ranges=list(cost=costvalues), kernel="radial")  
yhat <- predict(tuned.svm$best.model,newdata=testdf)  
table(predicted=yhat,truth=testdf$y)

## truth  
## predicted 0 1  
## 0 45 23  
## 1 5 27

sum(yhat==testdf$y)/length(testdf$y)

## [1] 0.72

apparently linear kernel (81% accurate) works better than radial kernel(70% accurate) in this dataset.