!pip install shap==0.46.0

import pandas as pd

import numpy as np

from sklearn.model\_selection import KFold, cross\_val\_score, StratifiedKFold

from sklearn.linear\_model import LogisticRegression

from sklearn.tree import DecisionTreeClassifier

from sklearn.ensemble import RandomForestClassifier

from sklearn.svm import SVC

from sklearn.preprocessing import StandardScaler

# Sample dataset (replace with your dataset)

data = pd.DataFrame({

    'Age': np.random.randint(18, 80, size=100),

    'BMI': np.round(np.random.uniform(15, 40, size=100), 1),

    'BP Systolic': np.random.randint(90, 180, size=100),

    'BP Diastolic': np.random.randint(60, 120, size=100),

    'Cholesterol': np.random.randint(100, 300, size=100),

    'Disease': np.random.choice([0, 1], size=100)  # Binary target variable

})

# Splitting the dataset into features and target variable

X = data.drop('Disease', axis=1)

y = data['Disease']

# Standardize the features

scaler = StandardScaler()

X\_scaled = scaler.fit\_transform(X)

# Define the models

models = {

    "Logistic Regression": LogisticRegression(random\_state=42),

    "Decision Tree": DecisionTreeClassifier(random\_state=42),

    "Random Forest": RandomForestClassifier(random\_state=42),

    "SVM": SVC(kernel='linear', random\_state=42)

}

# Number of folds

K = 5

# Perform Stratified K-Fold Cross-Validation

for model\_name, model in models.items():

    skfold = StratifiedKFold(n\_splits=K, shuffle=True, random\_state=42)

    cv\_results = cross\_val\_score(model, X\_scaled, y, cv=skfold, scoring='accuracy')

    print(f"{model\_name} (Stratified): Mean Accuracy = {cv\_results.mean():.4f}, Std = {cv\_results.std():.4f}")

Logistic Regression (Stratified): Mean Accuracy = 0.5300, Std = 0.0510

Decision Tree (Stratified): Mean Accuracy = 0.4700, Std = 0.1166

Random Forest (Stratified): Mean Accuracy = 0.5000, Std = 0.0707

SVM (Stratified): Mean Accuracy = 0.5400, Std = 0.0735

import numpy as np

import pandas as pd

from sklearn.model\_selection import GridSearchCV, train\_test\_split

from sklearn.linear\_model import LogisticRegression

from sklearn.ensemble import RandomForestClassifier

from sklearn.svm import SVC

from sklearn.preprocessing import StandardScaler

# Sample dataset (replace with your dataset)

data = pd.DataFrame({

    'Age': np.random.randint(18, 80, size=100),

    'BMI': np.round(np.random.uniform(15, 40, size=100), 1),

    'BP Systolic': np.random.randint(90, 180, size=100),

    'BP Diastolic': np.random.randint(60, 120, size=100),

    'Cholesterol': np.random.randint(100, 300, size=100),

    'Disease': np.random.choice([0, 1], size=100)  # Binary target variable

})

# Splitting the dataset into features and target variable

X = data.drop('Disease', axis=1)

y = data['Disease']

# Standardize the features

scaler = StandardScaler()

X\_scaled = scaler.fit\_transform(X)

# Split data into training and testing sets

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X\_scaled, y, test\_size=0.3, random\_state=42)

# Define the hyperparameter grids for each model

param\_grid\_logreg = {

    'C': [0.01, 0.1, 1, 10, 100],

    'solver': ['liblinear', 'lbfgs']

}

param\_grid\_rf = {

    'n\_estimators': [100, 200, 300],

    'max\_depth': [None, 10, 20, 30],

    'min\_samples\_split': [2, 5, 10],

    'min\_samples\_leaf': [1, 2, 4]

}

param\_grid\_svm = {

    'C': [0.1, 1, 10, 100],

    'kernel': ['linear', 'rbf'],

    'gamma': ['scale', 'auto']

}

# Initialize the models

logreg = LogisticRegression(random\_state=42)

rf = RandomForestClassifier(random\_state=42)

svm = SVC(random\_state=42)

# Set up GridSearchCV for each model

grid\_logreg = GridSearchCV(logreg, param\_grid\_logreg, cv=5, scoring='accuracy')

grid\_rf = GridSearchCV(rf, param\_grid\_rf, cv=5, scoring='accuracy')

grid\_svm = GridSearchCV(svm, param\_grid\_svm, cv=5, scoring='accuracy')

# Fit the models and find the best hyperparameters

grid\_logreg.fit(X\_train, y\_train)

grid\_rf.fit(X\_train, y\_train)

grid\_svm.fit(X\_train, y\_train)
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# Best hyperparameters and corresponding score

best\_logreg = grid\_logreg.best\_estimator\_

best\_rf = grid\_rf.best\_estimator\_

best\_svm = grid\_svm.best\_estimator\_ # Add underscore here

print("Best Logistic Regression Model:", best\_logreg)

print("Best Logistic Regression Parameters:", grid\_logreg.best\_params\_)

print("Best Logistic Regression Accuracy:", grid\_logreg.best\_score\_)

Best Logistic Regression Model: LogisticRegression(C=0.01, random\_state=42, solver='liblinear')

Best Logistic Regression Parameters: {'C': 0.01, 'solver': 'liblinear'}

Best Logistic Regression Accuracy: 0.5571428571428572

print("\nBest Random Forest Model:", best\_rf)

print("Best Random Forest Parameters:", grid\_rf.best\_params\_)

print("Best Random Forest Accuracy:", grid\_rf.best\_score\_)

Best Random Forest Model: RandomForestClassifier(min\_samples\_split=10, n\_estimators=200, random\_state=42)

Best Random Forest Parameters: {'max\_depth': None, 'min\_samples\_leaf': 1, 'min\_samples\_split': 10, 'n\_estimators': 200}

Best Random Forest Accuracy: 0.5857142857142857

print("\nBest SVM Model:", best\_svm)

print("Best SVM Parameters:", grid\_svm.best\_params\_)

print("Best SVM Accuracy:", grid\_svm.best\_score\_)

Best SVM Model: SVC(C=1, kernel='linear', random\_state=42)

Best SVM Parameters: {'C': 1, 'gamma': 'scale', 'kernel': 'linear'}

Best SVM Accuracy: 0.5571428571428572