**第二届全国大学生心理与行为在线实验精英赛**

**（校内赛· 研究设计）**

|  |  |
| --- | --- |
| **研究题目** | **人工智能地位对人类协作意愿和满意度的影响** |
| **团队名称** | **湖底水草队** |
| **参赛赛道** | **A自选赛道 √□ B 揭榜赛道 □** |
| **问卷分享链接（Credamo见数平台）** | **研究一：https://www.credamo.com/u/XyBg9VoAvxd/**  **研究二：https://www.credamo.com/u/boYOAdOKblR/**  **研究三：https://www.credamo.com/u/mN436O0Y4zO/** |

**人工智能地位对人类协作意愿和满意度的影响**

**【摘 要】**随着人工智能（AI）技术的迅速发展，AI在团队协作中的地位和角色引发了广泛关注。本研究旨在探讨AI在协作过程中作为上位者（命令者）或下位者（建议者）时对人类协作意愿和满意度的影响。通过实验设计，研究分为三部分：第一部分探究AI在不同地位角色下对人类协作意愿和满意度的影响；第二部分使用内隐联想测验（IAT）评估人们对AI不同地位角色的内隐态度；第三部分考察特质-状态焦虑对人类与AI协作意愿和满意度的影响。本研究为理解AI在团队协作中的角色提供了新的视角，并提出了改善人机协作的潜在方法。

**【关键词】**人工智能；协作意愿；满意度；内隐态度；特质-状态焦虑

**1 引言**

如今，人工智能（Artificial Intelligence, AI）在人类控制下运行的场景已经被颠覆，人工智能已经能够作为队友参与人类团队协作相关的任务（O’Neill et al., 2020）。人与AI的协作方式十分多样，如独立工作、互补协作、互利共生等（Sowa et al., 2021; Makarius et al., 2020）。这些协作方式可以分为相互独立和相互依赖、开发和探索两个维度，不同的协作关系也会带来不同的协作意愿和满意程度（Li et al., 2022; Tsai et al., 2021）。然而，AI的飞速发展让AI在行为上和思想上越来越接近人类，这也引发了研究者的担忧。虽然人们对类人机器人持有积极的显性态度，但隐性态度往往表现出负面倾向（Fast & Horvitz, 2017; Wei et al., 2021）；在美国进行的抽样研究指出26%的被试报告有较高程度的类人机器人和人工智能恐惧倾向（Liang, Lee, & S.A., 2017）。对AI的负性态度可能源自于生物进化层面的威胁感知， AI成为和人类平等的角色会造成人们行为上和生理上的消极反应（Wei et al., 2021）。

目前大部分关于人与AI协作的研究关注AI参与协作的方式，却忽略了协作过程中AI扮演的角色的地位（上位或下位）。出于对AI发展不确定性的担忧，本研究设计了一个新的协作任务，旨在探究AI在协作过程中扮演命令者（上位）或建议者（下位）时，人们与AI的协作意愿以及对结果的满意程度是否会发生改变。

在显性感知的基础上，本研究还希望探究在协作中人们对AI扮演建议者和命令者的内隐态度，从而更加全面的评估我们对于AI的看法。另外，本研究还会尝试探究特质-状态焦虑对外显感知的影响，并从人的角度出发，探讨可能的方法来提高协作意愿并改善对满意程度。

|  |
| --- |
| 图1 影响与AI协作意愿和对结果满意程度的因素 |

**2 文献综述**

**2.1 与AI进行协作的意愿**

在人和AI协作的过程中有许多因素会影响人们与AI进行协作的意愿，如AI的透明度等本身属性（Vössing, Kühl, Lind, & Satzger, 2022）、AI在任务中的表现（Stark, Baleis, Keller, & Marcinkowski, 2022）、AI与人的协作方式（Hou, K., Hou, T., & Cai, 2023）等。更高的算法透明度和算法公平程度会提高使用AI的意愿（Vössing et al.; Stark et al., 2022）；AI在任务中表现越好、可靠性越高，我们对AI的信任程度也越高（Siau & Wang, 2018）。

最近，有研究开始关注到人在AI协作过程中人对于决策的可控制程度对协作意愿的影响。如Westphal等人（2023）指出，在AI协作过程中人对AI决策内容的可控制程度显著影响我们对于AI的信任和服从意愿，低控制程度会导致我们对AI的信任以及我们对AI决策结果的服从意愿降低，即出现“算法厌恶”。

然而，虽然Westphal等人的研究关注到了在AI协作过程中人对AI结果的可控制程度，但仍然没有将AI放到人的对立面，让AI成为发布指令的角色。另外在以往的研究中，对AI的接受程度和使用意愿大多通过量表得到（Vössing et al., 2022），而这里我们采用了二项迫选的方式，让被试在与人协作和与AI协作中选择，排除了量表可能导致的被试态度模棱两可的情况。

**2.2 AI协作过程中对结果的满意程度**

目前研究中，影响对结果的满意程度的因素主要包括AI本身属性（如可解释性AI的类型）、AI的结果是否符合人们的预期、结果的公平性和可理解性等（Shulner-Tal, Kuflik, Kliger, & Mancini, 2024）。这些因素对满意程度大多都有积极影响。

另外，Shin和Park（2019）发现，感知到的公平性对满意程度有显著的积极影响，且 Marcinkowski 等人（2020）指出对结果的低公平性感知和对AI的抗议和低接受度有关。这意味着人们对AI的高协作意愿很可能对最终结果的满意度有积极的影响。

基于此，在本实验中，我们在探究AI扮演建议者和命令者是否会影响最终结果满意度的基础上，还会探究协作意愿对结果满意度感知的影响。

**2.3 对AI的内隐态度**

内隐联想测验（Implicit Association Test, IAT）用于测量人们潜在的、无意识的态度和信念。IAT通过评估人们在不同类别之间的反应时间，揭示他们的隐性偏见和刻板印象（Greenwald et al., 1998）。

IAT的基本原理是人们在对与他们潜在信念一致的配对做出反应时速度更快，而在不一致的配对上速度较慢。例如，如果一个人潜在地将“AI”与“家庭”相关联，而将“人”与“职业”相关联，那么在要求将“AI”与“职业”配对时，他们的反应时间会更长。这里的反应时差距就反应了内隐态度中对于性别的偏见（Rezaei, 2011）。

近年来，IAT在研究人类态度、偏见和认知之间的关系方面取得了显著进展。研究者们利用 IAT 来探究种族、性别、年龄等社会身份因素对个体态度的影响，部分情况下，内隐态度和外显态度还会产生差异（Colledani & Ciani，2021; Greenwald et al., 1998）。研究发现，这种分离现象也在人对AI的态度中被观察到，Wei等人（2021）指出，虽然人们对类人机器人持有积极的显性态度，但隐性态度往往表现出负面倾向。

由于IAT在内隐态度的测量上比主观陈述题更具优势，本研究将采用IAT探究人们对AI在协作扮演不同角色时的内隐态度，作为外显协作意愿的补充。

**2.4 特质-状态焦虑对协作意愿的影响**

在AI本身的属性、AI与人的协作关系以外，人自身的焦虑水平也会对与AI协作的意愿产生影响。

状态焦虑是影响与AI协作意愿的重要因素：对AI本身的高焦虑会影响人们对AI的使用率和接受度（Kaya et al., 2024; Chang, Hudik, & Fang, 2021）；学习者对计算机的高焦虑会影响其对技术的接受度，导致他们对电子学习环境产生负面态度（Almaiah et al., 2022）。我们推测，当AI扮演建议者或命令者时，借助特定的方式改变状态焦虑，可能会改变人们与AI进行协作的意愿和满意程度。

目前关于特质焦虑对协作意愿的影响的研究还有较大空缺，本研究中也尝试探究特质焦虑水平对协作意愿和结果满意程度的影响。

**3 问题提出及假设**

本研究旨在探讨AI扮演不同地位的角色时，人与AI的协作意愿以及对结果的满意程度是否会发生变化，以及人对AI的内隐态度是否会有所不同。基于此，本研究首先提出三个零假设：

* 假设1：AI作为建议者和作为命令者时，被试的协作意愿没有差异
* 假设2：AI作为建议者和作为命令者时，被试对结果的满意程度没有差异
* 假设3：AI作为建议者和作为命令者时，被试对AI的内隐态度没有差异

进一步我们推测，借助特定的方式改变状态焦虑，可能会影响人们与AI进行协作的意愿和满意程度。另外，目前对于特质焦虑对协作意愿的影响的研究还有较大空缺，我们希望在实验中能记录这个变量并观察特质焦虑对外显态度的影响。因此，有以下两个零假设：

* 假设4：不同特质焦虑群体与AI的协作意愿和对结果的满意程度没有差异
* 假设5：增加/减缓状态焦虑，被试的协作意愿和对结果的满意程度没有差异

本研究共有三个子研究，其中研究一探究假设1和2，研究二探究假设3，研究三探究假设4和5。

我们希望通过此研究，探究在协作过程中AI与人的上下位关系对协作意愿和结果满意程度的影响，并从人的角度出发，探讨可能的方法来提高协作意愿并改善对满意程度

**4 实证研究**

**4.1 研究1：上下位关系对与协作意愿和结果满意度的影响**

**4.1.1 研究目的**

1. 探究协作者为不同地位角色（“建议者”和“命令者”）时，被试与AI进行协作的意愿是否有差异。

2. 探究协作者为不同地位角色（“建议者”和“命令者”）时，被试对协作结果的满意程度是否有差异。

**4.1.2 参与者/被试**

使用Gpower3.1计算被试量，选择卡方检验，w = 0.3，α = 0.05，β = 0.8，df=1，计算得到最小被试量为88。利用Credamo平台至少收集88名中国本土长大的、汉语为母语的18 ~ 26岁学历高中及以上的被试，男女各半。

**4.1.3 研究设计**

研究一以协作对象与人的上下位关系为组间变量，采用单因素被试间设计。自变量包括两个水平，分别为：协作者为上位（命令者），协作者为下位（建议者）。研究一包括两个因变量，第一个是在人和AI中选择AI作为协作者的比率，第二个是对于任务结果的满意程度。

在获得实验数据之后，还可以探究人或者AI作为协作者对满意程度的影响。

**4.1.4 工具及材料**

本研究通过Credamo在线问卷收集平台进行。实验任务选用中译英题目，翻译材料为2010年大学英语四级考试中的文段翻译真题。这一选择旨在提供一个客观与主观兼备、具有一定难度且适用于各专业学生（英语专业学生除外）的任务环境。2010年四级中译英题目如下：

“在中国文化中，黄颜色是一种很重要的颜色，因为它具有独特的象征意义。在封建社会中，它象征统治者的权力和权威。那时，黄色是专为皇帝使用的颜色，皇家宫殿全都漆成黄色，皇袍总是黄色的，而普通老百姓是禁止穿黄色衣服的。”

|  |
| --- |
|  |
| 图4-1.a 中译英题目 |

**4.1.5 研究过程**

任务流程图如4-1.b所示。首先，在Credamo在线问卷收集平台上发布问卷，被试会被随机分为2组，即协作者为“命令者”或者是“建议者”。为防止被试在中译英的时候查手机，首先进行眼动校准，在正式实验中，被试的注视点不得离开屏幕超过10秒，否则判定为作弊或分心，其数据不予录用。被试首先被要求在7min内完成一道中译英的翻译题，后进入修改阶段。

修改阶段中“建议者”组的被试可以选择一份由AI给出的或者英语专业八级的同学给出的参考文档，提示词中告诉被试：“文档只是一个建议，仅供参考，采纳与否由您自己决定。”“要求者”组的被试可以选择由AI给出的或者英语专业八级的同学给出修改文档，并在提示词中告知被试：“您只能根据文档的要求来修改答案。”被试对答案进行修改之后点击提交，随后会呈现5s的等待界面，显示“正在为您评估答案，请稍等片刻。”等待一段时间后，所有被试的屏幕都会统一呈现将会统一呈现“您的得分为：7 (满分为10分)”。

得到评分后，被试需要通过一道七点李克特量表对得分的满意程度进行评分（“1”表示“非常不满意”；“2”表示“不满意”；“3”表示“有点不满意”；“4”表示“一般”；“5”表示“有点满意”；“1”表示“非常不满意”；“7”表示“非常满意”。需要注意的是当评分低于四分（即对评分结果不满意）时，会有一个附加选择题。题目为“分数不符合预期，您认为负主要责任的是”，选项为“建议者”“评分系统”“我自己”“题目”四个选项。

|  |
| --- |
|  |
| 图4-1.b 研究一流程图 |

**4.1.6 预期结果**

1. 当AI作为命令者的地位出现时，被试与AI进行协作的意愿更低。

2. 当AI作为命令者的地位出现时，被试对协作结果的满意程度更低。

3. 当协作者为AI时，被试对协作结果的满意程度更低。

4. 当协作者的地位为命令者时，被试对协作结果的满意程度更低。

**4.2 研究2：人对协作者处于上位/下位的内隐态度**

**4.2.1 研究目的**

1. 探究人对AI处于协作关系的上位或下位的内隐态度。

2. 探究人对人处于协作关系的上位或下位的内隐态度

**4.2.2 参与者/被试**

使用Gpower3.1计算被试量，选择配对样本t检验（双尾），dz = 0.5，α = 0.05，β = 0.8，计算得到最小被试量为34。利用Credamo平台至少收集34名中国本土长大的、汉语为母语的18 ~ 26岁学历高中及以上的被试，男女各半。

**4.2.3 研究设计**

研究二以目标词和属性词的相容性为组内变量，采用单因素被试内设计。自变量包括两个水平，分别为：相容任务、不相容任务。因变量为反应时。任务顺序在被试间对抗平衡。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **表4-1　IAT 实验序列** | | | | | | |
| **组别** | **任务性质** | **任务类型** | **试验次数** | **功能** | **左键对应项目** | **右键对应项目** |
| B1 | 相容 | 地位词分类 | 20 | 练习 | 控制 | 建议 |
| B2 | 人/AI图分类 | 20 | 练习 | 人 | AI |
| B3 | 联合分类 | 20 | 练习 | 人或控制 | AI或建议 |
| B4 | 联合分类 | 40 | 正式 | 人或控制 | AI或建议 |
| B5 | 不相容 | 人/AI图分类 | 20 | 练习 | AI | 人 |
| B6 | 联合分类 | 20 | 练习 | AI或控制 | 人或建议 |
| B7 | 联合分类 | 40 | 正式 | AI或控制 | 人或建议 |

**4.2.4 工具及材料**

本研究通过Credamo在线问卷收集平台进行，使用HBO模块为IAT行为实验。本研究以对AI在协作关系中的地位为主题，为了让AI建议或领导的行为更加真实，这里使用类人机器人的图片作为AI的目标词。IAT实验中呈现的刺激材料共有四种：人的图片、类人机器人图片、建议词、命令词（具体词表见附录），共包含相容和不相容两种情况，共包含7个实验组块，共计180个试次。

**4.2.5 研究过程**

具体过程如表4-1与图4-2所示。首先，在Credamo在线问卷收集平台上发布问卷，被试被随机分为两组。实验中，一半的被试先进行相容任务，后进行不相容任务；另一半被试先进行不相容任务，后进行相容任务。被试先进行练习，相容任务（或不相容任务）的练习共有两部分组成：（1）概念词（命令和建议）的分类任务；（2）属性图（人与AI）的分类任务。在进行相容任务练习时，首先进行概念词（命令与建议）的分类任务。此时，屏幕上方一左一右分别呈现一个类别词，左侧为“建议”，右侧为“命令”。而后在屏幕下方中央呈现一个词（如“指挥”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。概念词分类任务结束后，进入属性图分类任务。同样，屏幕上方一左一右分别呈现一个类别词，左侧为“人”，右侧为“AI”。而后在屏幕中央呈现一个图（如一张亚洲人的照片），被试的任务时判定该图属于左侧类别（按“F”键）还是右侧类别（按“J”键）；在进行不相容任务的练习时，首先进行概念词（命令与建议）的分类任务，屏幕上方一左一右分别呈现一个类别词，但与相容任务相反：左侧为“命令”，右侧为“建议”。而后在屏幕下方中央呈现一个词（如“指挥”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。概念词的分类任务结束后，进入属性词的分类任务。同样，屏幕上方一左一右分别呈现一个类别词，与相容任务一致：左侧为“人”，右侧为“AI”。而后在屏幕中央呈现一个词（如一张亚洲人的照片），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。

正式实验则要求被试对概念词和属性图进行联合反应。在相容任务条件下,屏幕上方一左一右分别呈现两个类别词，左侧为“建议或人"，右侧为“命令或AI”，而后在屏幕下方中央呈现一个词（如“指挥”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）；在不相容任务条件下,同样,屏幕上方一左一右分别呈现两个类别词，左侧为“命令或人”，右侧为“建议或AI”，而后在屏幕下方中央呈现一个词（如“指挥”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。正式实验单次试验流程见图4-2。

上述每一反应会持续到被试按键为止，反应时和正确率由计算机自动记录。参考过往研究，按错的试次额外增加500ms的反应时。数据处理时不删除任何数据。接下来对所有反应时数据进行对数转换，再对相容组（AI-下位）和不相容组（AI-上位）分别计算其平均反应时。最后，把不相容组的平均反应时减去相容组的平均反应时，这样，所得到的分数便为相对于AI-上位而言，把AI与下位相联的程度，即内隐态度对于AI应该处于下位的强度。同理可以得到内隐态度对于人应该处于下位的强度。

**4.2.6 预期结果**

1. 内隐态度认为AI应该处于下位。

2. 对AI应该处于下位的内隐强度强于对人处于下位的内隐强度。

|  |
| --- |
| 图4-2 研究2流程图 |

**4.3 研究3：特质-状态焦虑对外显感知的影响**

**4.3.1 研究目的**

1. 探究不同特质焦虑人群对与AI进行协作的意愿和对结果满意程度的差异。

2. 探究缓解状态焦虑是否会增加与AI进行协作的意愿和对结果的满意程度。

**4.3.2 参与者/被试**

使用Gpower3.1计算被试量，选择卡方检验，w = 0.3，α = 0.05，β = 0.8，df=1，计算得到最小被试量为88。利用Credamo平台至少收集88名中国本土长大的、汉语为母语的18 ~ 26岁学历高中及以上的被试，男女各半。

**4.3.3 研究设计**

研究三和研究一的流程接近，但是研究三去除了AI“建议者”，仅保留AI作为“命令者”。实验三新增特质性焦虑的测定和状态性焦虑的控制。

研究三以缓解状态焦虑为组内变量，采用单因素被试间设计。自变量包括两个水平，分别为：缓解状态焦虑、不缓解状态焦虑。因变量有两个，一个是与AI进行协作的意愿，另一个是对结果满意度的感知。

**4.3.4 工具及材料**

本研究通过Credamo在线问卷收集平台进行，并在研究一的基础上，去掉了“建议组”的题目设置。

研究三的特质性焦虑分数由“状态-特质焦虑量表”（State-Trait Anxiety Inventory, STAI）中的特质性量表部分测得（Spielberger et al., 1983）。

多项研究指出，音乐和自然声音都可以帮助缓解焦虑和压力（Saadatmand et al., 2013; Aghaie et al., 2014），故这里采用自然白噪音缓解被试状态焦虑的材料。

**4.3.5 研究过程**

任务流程图如4-3所示。首先，在Credamo在线问卷收集平台上发布问卷，被试会被随机分为2组，即缓解状态焦虑和不缓解状态焦虑组。被试首先完成20道测量特质性焦虑的题目。完成后，被试进行眼动校准，在正式实验中，被试的注视点不得离开屏幕超过10秒，否则判定为作弊或分心，其数据不予录用。

不缓解焦虑组后续任务和研究一大体相同，但在选择人或AI提供的修改指令之前有30s的静息时间；而缓解焦虑组在完成7分钟的中译英之后、选择人或AI提供的修改指令之前会倾听两分钟的自然白噪音，白噪音结束后被试选择修改指令并继续任务。

|  |
| --- |
| 图4-3 研究3流程图 |

**4.3.6 预期结果**

1. 缓解状态焦虑可以提高被试与AI进行协作的意愿。

2. 缓解状态焦虑可以提高被试对结果的满意程度。

3. 特质焦虑得分与被试的结果满意程度呈正相关。
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**附录**

命令组词：

控制 管理 支配 指挥 命令 掌握 领导 统领 权威 决定

受控组词：

受控 服从 顺从 依从 遵守 遵循 遵命 顺服 从属 受制