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人工智能与教师评分对结果公平性和满意度感知的影响

**【摘 要】** 在教育评价领域，人工智能（Artificial Intelligence，AI）评分系统正逐渐成为一种替代传统人类教师评分的方案。然而，关于AI评分与人类教师评分在公平性和满意度感知上的差异尚缺乏深入探讨。本研究通过在线实验的方式，模拟考试评分场景中的公平性和满意度感知差异，通过问卷收集被试对评分的公平性和满意度感知。研究发现，实际得分对满意度感知有着显著影响，当实际得分和期望得分相一致时，公平性感知最高；评分者类型对满意度和公平性感知无显著影响，但是选择AI作为期望评分者的被试有更高的满意度和公平性感知。此外，本研究还通过内隐联想测验（Implicit association test, IAT）测量了对AI评分的内隐态度，发现被试更多地将AI视为受控、辅助性角色。基于此，我们还进一步研究了AI与教师相互辅助协作的评分模式，发现被试更偏好“AI辅助教师”的评分模式，验证了内隐偏好。这些发现为AI评分系统在教育领域的应用提供了实证支持，并进一步强调了人格因素在其中产生的影响，对教育评价改革具有重要的理论和实践意义。

**【关键词】** AI评分系统；公平性感知；满意度感知；内隐态度；AI辅助

# 1　引言

2022年，随着ChatGPT的横空出世，AI评分系统正逐步渗透教育领域，引起教育界的广泛关注。部分教师已开始在课堂作业评估中尝试采用这些AI评分系统。预见在不久的将来，AI评分系统有望在教育评估中扮演越发重要的角色。随着其应用范围的不断扩大，对AI评分结果与传统教师评分结果之间感知差异的研究显得尤为关键。这种感知差异不仅关乎评分结果的接受度，也触及到评分公平性和满意度的核心问题。当前，人工智能等新兴技术的应用为教育评价改革开辟了新的路径和解决策略。教育评价历来由教师或教育机构承担，AI系统的介入是否能提升学生对评价结果的公平性或满意度感知尚不明确。Chai等人（2024）在大学教育评估中发现，学生普遍认为AI评估系统相较于大学英语教师显得更公平且透明。然而，该研究并未深入探讨不同评价结果对学生感知的影响，且在实验中仅要求学生想象特定情境，未能实现学生的深度参与和卷入。这种实验设计的局限性可能影响了研究结果的准确性和可靠性，学生在没有实际体验评分过程的情况下，其对AI评分系统的看法可能基于想象而非实际体验。此外，尽管我国正积极推进教育的数字化转型，但关于学生对评估者选择的偏好与意愿的研究仍然较为稀缺。这一研究空白提示我们，未来的研究需要更真实、更具体地模拟评分环境，以便更准确地捕捉和理解学生对AI评分系统的真实感受和反应。

鉴于此，本研究旨在通过模拟一个真实的考试评分场景，深入探讨被评价者对AI评分结果与教师评分结果的感知差异，并特别关注评价的公平性和满意度两个维度。通过比较被评价者对两种评分方式的响应，我们旨在揭示AI评分系统的潜在优势和局限，以及这些系统在未来教育评价实践中的可行性和接受度。

此研究的意义在于，它不仅能够提供对于AI评分系统在教育领域应用前景的深入见解，同时也能够促进对传统评分方法的反思。通过理解被评价者对不同评分方法的感知，教育者和技术开发者可以更好地调整和改进评分系统，以满足教育评价的公平性和准确性要求，进而提升教育质量和效率。

# 2　文献综述

## **2.1 公平性感知和满意度感知**

### **2.1.1 公平性感知**

公平一直是人类社会追求的重要目标。在分配或决策过程中，公平性不仅仅涉及到最终结果的分配是否合理，还包括决策过程本身是否透明和公正。决策公平感的基本概念涉及个人对结果分配（分配公平）、决策过程（程序公平）、人际待遇质量（人际公平）以及所提供的有关结果和决策过程的信息和解释（信息公平）的看法（Colquitt & Rodell, 2015）。

影响公平性感知的因素很多。当投入与回报之间存在公正的对应关系时，员工会增强其对组织的承诺和满意度（Adams, 1965）。信息的透明度和解释的充分性也是公平性的重要组成部分（Thibaut & Walker, 1975；Bies & Moag, 1986）。组织的氛围，如包容性氛围，也可以调节对公平的感知。在一个高度包容的氛围中，员工可能对决策的公平性有更高的容忍度（Lee, 2018）；当员工感觉到组织关心他们的福祉时，他们可能会体验到更高的程序公平性（Eisenberger, Fasolo & Davis-LaMastro, 1990）。另外，不同文化背景下的员工对组织公平性的感知可能存在差异。跨文化比较研究表明，文化价值观对员工对组织公平性的看法有显著影响（Zhu, Martens & Aquino, 2012）。总的来说，公平性感知是一个多层面的复杂过程，既受决策结果的影响，也受决策过程和环境特征等的影响。

在人们的日常生活中，程序公平的感知还受到具体情境的影响。Tyler和Bies（1990）以及Lind和Tyler（1992）指出，在不同场合下，人们对于程序公平的归因是不同的，有时以决策背后的程序感知程序公平，有时以决策者的行为感知程序公平。在某些情况下，人们可能更注重决策背后的程序是否公正，而在其他情况下，他们可能更关心决策者的行为是否符合公正标准（Cobb, Vest & Hills, 1997）。

教育评估与组织决策在很多方面具有相似性，学生不仅关注评分结果是否公平合理，还关注评分过程是否透明公正。这种相似性表明，组织公平的分类同样适用于教育评分的公平性感知。此外，也有研究通过教育评价来探讨组织公平的适用性，这也为进一步研究教育评分中的公平性感知提供了理论支持（Colquitt, 2001）。

### **2.1.2 满意度感知**

在绩效评估和决策领域，对结果的满意度感知和评估系统的满意度感知常被研究（Helberger, Karppinen & D’Acunto, 2018)。满意度是指个人在满足其需求、愿望或期望后所体验到的积极情感或状态。在组织行为学和管理学领域，满意度通常被定义为个人对某一特定结果、过程或系统的整体评估（Saifullah et al. 2015）。在教育领域，学生的满意度指他们对学习经历、教学质量及评估系统的整体感受（Douglas et al., 2015）。

影响满意度的因素多种多样。决策过程的透明度、信息的完整性、决策者的行为及人际关系质量等因素也会显著影响个体的满意度（Shin & Park, 2019）。在组织环境中，工作条件、薪酬待遇、发展机会及工作与生活的平衡等因素也会影响员工的满意度（AL-Omari, Alomari & Aljawarneh, 2020）。此外，文化背景、个体价值观、社会支持系统等外部因素同样会调节满意度的感知（Gomez et al., 2012）。

公平性感知与满意度之间存在显著的正相关关系。研究表明，当个体认为结果的分配、决策的过程以及所受到的待遇是公平的，他们往往会体验到更高的满意度（Shin & Park, 2019）。公平性感知的不同维度（分配公平、程序公平、人际公平和信息公平）都会对满意度产生影响。例如，当员工认为其工作表现得到了公平的评价和报酬，他们的工作满意度通常会较高（Palaiologos, Papazekos & Panayotopoulou, 2011）。在教育环境中，当学生感到评分标准透明、公正，且评分过程公平时，他们对课程和教师的满意度也会显著提高。此外，公平性感知不仅直接影响满意度，还通过调节个体的情感和行为反应间接影响满意度。例如，高公平性感知可以缓解个体因不满意结果而产生的负面情绪，并减少他们的离职或退出意愿（Byrne, 2005）。

## **2.2 AI决策评分系统**

AI决策系统（artificial intelligence decision making systems, ADMSs）正在逐渐进入人类生产生活相关领域之中。为了确保ADMSs能够更好地融入人类社会发挥作用，除了研究ADMSs本身运作的算法和机制，研究人们如何感知和评价ADMSs也是至关重要的（Narayanan & Devesh, 2024）。相关领域的研究多聚焦于人类对于AI决策评分系统的公平性感知以及对于决策评分系统的信任和满意度等维度。

### **2.2.1 AI决策对公平性感知的影响**

人们对于AI决策评分系统的公平性感知不仅受到算法本身的公正性影响，还与信息的透明度、解释的充分性以及个体差异等多种因素有关。

信息的透明度和解释的充分性是构成公平性的关键要素。透明度指用户能够洞察AI系统的决策逻辑和过程，而可解释性则指系统能够向用户提供其决策原因的清晰解释（Guidotti et al., 2018; Shulner-Tal et al., 2024）。当AI系统的决策过程和结果对用户而言是可理解的，用户对系统的公平性感知会相应提高（Arrieta et al., 2020）。透明度高、解释充分的AI决策系统能够增强用户的信任感，从而提升他们对系统公平性的感知（Abdollahi & Nasraoui, 2018; Ribeiro et al., 2016）。

AI决策系统的公平性感知也受到个体差异的影响。研究发现，不同的用户特征，如年龄、教育水平、性别以及个性特质，都会影响他们对AI决策公平性的看法（Araujo et al., 2020; Helberger et al., 2020）。例如，年轻用户和受过更高教育的用户可能对AI系统的公平性有更高的期望和标准。

AI决策系统的使用场景也会影响公平性感知。在涉及人力资源招聘等敏感领域，用户对AI决策的公平性感知尤为关键（Krishnakumar, 2019）。研究表明，用户对AI在这些领域的决策持有复杂的情感反应，既有可能因为算法的高效性而感到满意，也可能因为缺乏人类直觉和主观判断能力而感到不满（Lee et al., 2019）。

研究者们提出了多种方法来提高用户对AI决策系统的公平性感知，包括提供个性化的解释、进行系统审计以及引入公平性认证等（Shulner-Tal et al., 2022; Binns et al., 2018）。这些方法旨在通过增强系统的透明度和解释能力，以及通过独立的第三方的认证，来提升用户对AI决策的信任和接受度，从而增强用户对于该AI决策系统的公平性感知。

### **2.2.2 AI决策的信任和满意度**

公平性感知在建立用户对AI决策的信任和提升满意度方面起着至关重要的作用。研究指出，用户对算法决策的公平性评价直接影响他们对该系统的信任度和满意度。当算法被感知为公平时，用户更倾向于信任并满意其决策（Abdollahi & Nasraoui, 2018; Arrieta et al., 2020）。然而，如果用户认为算法存在偏见或不公平，不仅信任度降低，而且可能导致对整个系统的满意度下降，进而影响系统的广泛接受和使用（Došilović et al., 2018; Rai, 2020）。

算法透明度和结果的可解释性作为影响公平性感知的两大关键要素，其同样在影响用户对于AI评分系统的信任和满意程度上起着重要作用。研究表明，当AI评分系统能够提供易于理解的解释时，用户更有可能接受系统的决策，这不仅增强了用户的信任感，也提升了他们对系统的整体满意度（Abdollahi & Nasraoui, 2018; Arrieta et al., 2020）。此外，可解释的AI系统有助于用户更好地理解决策背后的逻辑，从而在使用过程中提高用户的控制感和参与度，以帮助用户获得更高的满意度。

用户对AI决策系统的情绪反应，如愤怒、失望或满意，是影响信任和满意度的另一个重要因素。研究发现，用户的情绪反应与他们对决策过程的公正性和透明度的认知密切相关（Lee et al., 2018）。用户对AI决策系统的期望和先前经验会影响他们的情绪反应，当用户感知到AI决策缺乏人性化元素，例如无法进行情感共鸣或主观判断时，可能会引发负面情绪，这些情绪反应会削弱用户对AI决策的信任和满意度（Shin, 2020）。

用户的个人特征，包括年龄、教育水平、性别以及个性特质等，也是影响他们对AI决策感知的重要因素。不同年龄和教育水平的用户对AI的信任和满意度有不同的预期和反应（Araujo et al., 2020; Helberger et al., 2020）。例如，年轻用户可能更愿意接受AI的决策，而年长用户可能对AI的决策持有更多的怀疑态度（Araujo et al., 2020）。此外，个性特质如开放性和尽责性也与用户对AI决策的信任度和满意度相关，开放性高的个体可能更愿意尝试AI系统提供的解决方案，并对结果持更开放和积极的态度，因此对AI决策系统的信任度和满意度可能会更高（Huo et al., 2022）。

## **2.3 期望结果和实际结果**

当我们处于被评价的场景中时，对于该评价结果以及评价者的感知会受到期望结果和实际结果间差异的影响。在现实情境中，当个体接收到的成果超出预期时，他们往往会体验到积极的情绪反应，并对结果给予较高的满意度评价。相反，当实际得分低于期望时，可能会引发不满和对公平性的质疑。这种情绪和认知的评估过程不仅受到结果本身的影响，还受到个体对结果的期望以及场景真实性的影响。

个体在评估结果的公平性时，会将实际得分与自己的期望得分进行比较。如果实际得分与期望相符，个体倾向于认为结果是公平的；如果存在偏差，无论是超出还是未达到期望，都可能被感知为不公平（Cherry et al., 2003; van den Bos et al., 1997）。因此，公平性的感知更多地受到期望匹配的影响而非结果的实际价值：当期望得到满足时，个体更可能认为结果是公平的。然而，值得注意的是，当个体在自然环境中接收到实际成绩时，他们对公平性的感知可能与在实验室环境中基于假设情境的感知存在差异。在现实课堂环境中，即使成绩超出了期望，学生也可能认为这是公平的，这与实验室环境中的发现不同（Cherry et al., 2003）。

满意度的评估则更多地与个体的价值观相关，而不仅仅是期望是否得到满足。根据Locke（1976）的价值匹配假设，个体对于与自己价值观相符的结果感到满意，无论这一结果是否符合先前的期望。这意味着，如果个体的价值观为得到更好的结果，那么即使结果超出了个体的期望，，也能带来高度的满意度。在这一点上公平性和满意度感知存在较大差异。

## **2.4 对AI的内隐态度**

内隐联想测验（Implicit association test, IAT）用于测量人们潜在的、无意识的态度和信念。IAT通过评估人们在不同类别之间的反应时间，揭示他们的隐性偏见和刻板印象（Greenwald et al., 1998）。

IAT的基本原理是人们在对与他们潜在信念一致的配对做出反应时速度更快，而在不一致的配对上速度较慢。例如，如果一个人潜在地将“AI”与“家庭”相关联，而将“人”与“职业”相关联，那么在要求将“AI”与“职业”配对时，他们的反应时间会更长。这里的反应时差距就反应了内隐态度中对于AI与职业相连结的偏见（Rezaei, 2011）。

近年来，IAT在研究人类态度、偏见和认知之间的关系方面取得了显著进展。研究者们利用IAT来探究种族、性别、年龄等社会身份因素对个体态度的影响，部分情况下，内隐态度和外显态度还会产生差异（Colledani & Ciani, 2021; Greenwald et al., 1998）。研究发现，这种分离现象也在人对AI的态度中被观察到，Wei等人（2021）指出，虽然人们对类人机器人持有积极的显性态度，但隐性态度往往表现出负面倾向。

由于IAT在内隐态度的测量上比主观陈述题更具优势，本研究将采用IAT探究人们对AI评分的内隐态度，作为外显感知的补充。

# 3　问题提出及假设

## **3.1 评分主体**

过往研究发现，不同评分主体对公平性感知和满意度感知存在显著影响，Chai等人（2024）从信息透明度和可解释性等角度入手来探究不同评分主体对公平性感知的影响。由于前人采用“纸笔人研究”的实验方法，被试的情境卷入程度可能较低，故本研究旨在通过在线模拟真实作答情境来探讨不同评分主体对公平性感知和满意度的影响，其中评分主体包括人工智能（AI）评分系统与人类英语教师。

***假设1：*公平性和满意度感知受评分者类型影响，被试对人类英语教师的公平性和满意度感知可能高于AI评分系统。**

## **3.2期望得分与实际得分**

本研究旨在探讨期望得分与实际得分对公平性感知和满意度感知的影响。根据先前研究，个体对教育评估的公平性感知和满意度感知受期望结果与实际结果差异的显著影响（Cherry et al., 2003; van den Bos et al., 1997）。个体在评估结果的公平性时，会将实际得分与自己的期望得分进行比较，而满意度的评估则与实际结果的价值紧密相关（Locke, 1976）。

根据Locke（1976）的价值匹配假设，个体对于与自己价值观相符的结果感到满意，无论这一结果是否符合先前的期望。因此我们提出假设2*a*。

***假设2a：*实际得分是满意度感知的重要影响因素，实际得分越高，满意度感知得分越高**。

根据Cherry et al. (2003) 和van den Bos et al. (1997) 的研究，公平性感知更多地受到期望匹配的影响，因此我们提出假设2*b*。

***假设2b：*公平性感知取决于期望得分和实际得分两者的差异（实际得分与期望得分的相符程度），当两者差异最小时，公平性感知最高**。

## **3.3 期望评分者和实际评分者**

本研究旨在探讨不同评分者对公平性和满意度感知的影响，其中评分者包括AI评分系统与人类英语教师。根据先前研究，公平性和满意度感知受期望结果与实际结果之间差异的显著影响（Cherry et al., 2003; van den Bos et al., 1997）。这种差异不仅仅包括得分差异，还包括了评分者的差异。基于此，本研究引入一个新的变量，即期望评分者与实际评分者之间的差异，以考察其对公平性和满意度感知的潜在影响。

我们认为，当实际评分者与期望评分者相符时，参与者可能对评分结果及评分者表现出更高的宽容度和积极情绪，进而影响其对公平性感知和满意度的评价。据此，我们提出假设3。

***假设3：*实际评分者与期望评分者一致组被试的公平性感知和满意度感知将显著高于评分者不一致组。**

## **3.4 内隐态度**

过往研究揭示了一个引人注目的现象：人们对AI的内隐态度往往与他们的外显态度不完全一致（Wei et al., 2021）。这种差异可能源于多种因素，包括但不限于对AI的熟悉度、个人经验、文化背景以及对AI技术潜力和局限的认识。

本研究旨在深入探讨在特定语境下，被试对人类与AI之间上下位关系的内隐态度。具体来说，我们将分析被试在不同权力和评价结构中对人类和AI角色的无意识偏好。这些语境包括评价（如“人类-点评”与“AI-受评”）和控制（如“人类-控制”与“AI-被控”）的场景。

为了系统地检验这些内隐态度，我们提出了以下假设：

***假设4a：*被试对“人类-点评”“AI-受评”以及“人类-控制”“AI-被控”这两组概念存在隐性偏好。**

***假设4b：*对点评和控制两种语境下的内隐态度具有基于个体的高度一致性，即“人类-点评”和“人类-控制”的IAT效应高度相关，“AI-受评”和“AI被控”的IAT强度高度相关。**

# 4　实证研究

## **4.1 研究1　评分者类型对公平性和满意度感知的影响**

### **4.1.1 研究目的**

① 探究评分者为不同角色（“AI评分系统”和“大学英语教师”）时，被评价者对于两类评价主体和评分结果的公平性和满意度感知的差异。

② 探究实际得分高低对不同评价主体的评分公平性和满意度感知的影响。

③ 探究实际得分和期望得分的差异对结果公平性和满意度感知的影响。

### **4.1.2 被试**

使用Gpower 3.1计算被试量，选择*F*检验，f = 0.25，α = 0.05，1-β= 0.80计算得到最小被试量为125。通过Credamo平台招募被试，要求非英语专业，右利手，年龄在18~55岁，高中以上学历。由于本次收集时间较短，且由于线上问卷回答质量波动较大，目前共收集到有效问卷122份，其中男性被试37名，女性被试85名，年龄24.12±6.09岁，平均作答时间7.85±3.23分钟。

### **4.1.3 研究设计**

本研究采用2（评价者主体类型：“AI评分系统”与“大学英语教师”）×3（实际得分：低分、中分、高分）的完全随机设计。具体而言，低分包括2分和3分，中分涵盖4分至7分，而高分则包括8分和9分。每位参与者在完成翻译任务后，需对其答案进行自我评分，评分范围为1至10分。研究1包含两个因变量，分别是对评分结果和评价主体的公平性与满意度感知。

### **4.1.4 工具及材料**

通过Credamo在线实验平台收集数据。答题任务选用一道中译英题目，题目改编自2016年12月大学英语四级考试中的中译英题目。2016年12月份共有三份四级试卷，选取其中的中译英题目进行简化，被试在作答过程中，将随机接收其中一道题目进行作答。这一选择旨在构建一个客观与主观兼备、具有一定难度且适用于各专业学生的考试任务场景。在进行实际评分时，评分系统会随机给出2~9的整数分数。其中，定义2~3分为低分，4~7分为中分，8~9分为高分。

### **4.1.5 研究过程**

通过在线问卷收集平台上发布问卷，被试会被随机分为2组，即评分者为“AI评分系统”或者是“大学英语教师”。为防止被试在中译英的时候使用辅助工具，实验开始前被试选择“我承诺在答题过程中独立完成题目”方可进入实验，如果选择“无法保证不使用辅助工具”，则实验结束且无法再次作答。在正式答题前，被试需要在文本框中正确输入“我承诺答题过程中不使用任何辅助工具，如复制粘贴，在线翻译等”才能继续实验。

实验开始，被试首先要求在5分钟内完成一道中译英的翻译题。答案提交后，被试需要对自己的答案进行评分，评分范围为1~10分。自评完成后，“AI评分系统”或“大学英语教师”将随机给出2～9分的评分。得到评分后，被试需要通过两道七点李克特量表分别对评分结果和评价主体的满意程度进行评分，而后被试需要通过两道七点李克特量表分别对评分结果和评价主体的公平性感知进行评分。需要注意的是，当评分结果的满意度低于4分时，会有一个附加选择题。题目为“评分结果满意度偏低，您认为应负主要责任的是”，选项为“评分者”、“我自己”、“题目本身”三个选项。为了确保被试能够更具象化地感知“大学英语老师”的存在，会给出这个大学老师姓名，性别和年龄（如李\*敏老师，女，34岁）。同时，被试作答时间控制在早上10点到下午6点。在评分过程中，评分制度是固定的，则评分者如何执行评分标准（如是否一致、是否合理）成为了影响学生对公平性感知的关键。

对公平性和满意度进行评价之后，被试填写自己的个人信息，包括性别、年龄、就读情况（在读学生/毕业工作）。最后，有一道事后检验题，“在中译英过程中，您是否使用了任何辅助工具？”，选择“我使用了辅助工具”的数据将会被剔除。研究1的实验流程详见图4-1。

|  |
| --- |
|  |
| 图4-1　研究1实验流程图 |

### **4.1.6 分析及结果**

**（1）评分者影响分析**

按照评分者类型进行分类，被试对结果满意度（Score Satisfaction, SS）、结果公平性（Score Fairness, SF）、评分者满意度（Evaluator Satisfaction, ES）和评分者公平性（Evaluator Fairness, EF），这四种显性感知的分数汇总见表4-1。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 表4-1 不同实际评分者在不同的显性感知上的分数汇总 | | | | |
| 评分者 | *N* | 显性感知 | 平均值 | 标准差 |
| AI评分系统 | 52 | 结果满意度 | 4.98 | 1.57 |
| 结果公平性 | 4.96 | 1.52 |
| 评分者满意度 | 5.12 | 1.49 |
| 评分者公平性 | 4.96 | 1.43 |
| 大学英语教师 | 70 | 结果满意度 | 5.49 | 1.51 |
| 结果公平性 | 5.19 | 1.64 |
| 评分者满意度 | 5.40 | 1.29 |
| 评分者公平性 | 5.29 | 1.50 |
| 注：*N*=被试人数 | | | | |

Shapiro-Wilk正态性检验表明显性感知得分不服从正态分布，故采用Mann-Whitney非参数检验。结果显示：（1）结果满意度在教师评分和AI评分之间无显著差异，*U* = 2178.50，*Z* = 1.901，*p* = 0.057；（2）结果公平性在教师评分和AI评分之间无显著差异，*U* = 2005.00，*Z* = 0.980，*p* = 0.327；（3）对评分者的满意度在教师和AI之间无显著差异，*U* = 1992.50，*Z* = 0.917，*p* = 0.359；（4）评分者公平性在教师和AI之间无显著差异，*U* = 2072.50，*Z* = 1.335，*p* = 0.182。结果详见图4-2。

|  |
| --- |
|  |
| 图4-2 不同评分者在不同显性感知上的Mann-Whitney非参数检验结果 |
| 注：n.s. = no significance  AI评分或教师评分对结果满意度、公平性和评分者满意度、公平性无显著影响 |

结果表明，AI评分和教师评分之间，被试对评分结果和评分者的公平性感知和满意度感知没有显著差异。

**（2）实际得分影响分析**

按照实际得分高低和评分者类型进行分类，被试对结果满意度、结果公平性、评分者满意度和评分者公平性，这四种显性感知分数汇总见表4-2。

| 表4-2 不同评分者与不同实际得分组在不同显性感知上的得分汇总 | | | | |
| --- | --- | --- | --- | --- |
| 评分者 | 显性感知 | 实际得分 | | |
| 低分组*M(SD)* | 中分组*M(SD)* | 高分组*M(SD)* |
| AI评分  系统 | 结果满意度 | 4.33（1.88） | 4.92（1.32） | 5.85（1.28） |
| 结果公平性 | 4.73（1.39） | 4.96（1.57） | 5.23（1.64） |
| 评分者满意度 | 4.60（1.50） | 5.13（1.45） | 5.69（1.44） |
| 评分者公平性 | 4.93（1.53） | 4.96（1.27） | 5.00（1.68） |
| 大学英语  教师 | 结果满意度 | 5.09（1.58） | 5.18（1.59） | 6.30（0.98） |
| 结果公平性 | 5.18（1.25） | 5.26（1.60） | 5.05（1.93） |
| 评分者满意度 | 5.27（1.27） | 5.26（1.39） | 5.75（1.07） |
| 评分者公平性 | 5.18（1.25） | 5.41（1.45） | 5.10（1.74） |
| 注：*M*=平均数；*SD*=标准差 | | | | |

进行2（评分者：AI、教师）×3（实际得分高低：低、中、高）×4（显性感知：结果满意度、结果公平性、评分者满意度、评分者公平性）多变量方差检验，其中实际评分者和实际得分高低是被试间因素，显性感知是被试内因素。结果表明，评分者类型对显性感知影响不显著，*F*(4, 113) = 1.126，*p =* 0.348， = 0.038，实际得分高低对显性感知影响显著，*F*(8, 226) = 3.227，*p* = 0.002， = 0.103，评分者类型和实际得分高低交互作用不显著，*F*(8, 226) = 0.659，*p =* 0.727， = 0.023。具体结果见图4-3。

|  |
| --- |
|  |
| 图4-3　实际得分和实际评分者对显性感知的方差检验结果 |
| 注：实际得分对结果满意度有显著的影响，实际得分较高时，结果满意度显著高于实际得分为中分和低分；实际得分对评分者满意度的影响边缘显著，实际得分高分组和实际得分低分组对评分者满意度感知的差异边缘显著。 |

后续双因素变量方差分析表明，实际得分高低对结果满意度的影响显著*F*(2, 119) = 8.45，*p* < 0.001， = 0.124，对评分者满意度的影响边缘显著 *F*(2, 119) = 2.98，*p* = 0.054， = 0.048。而实际得分高低对结果公平性和评分者公平性感知没有显著影响。分析变量之间的相关性发现（图4-4），得分高低和结果满意度呈现显著的正相关（Kendall’s tau = 0.336，*p* < 0.001），得分高低和对评分者满意度呈现显著的正相关（Kendall’s tau = 0.228，*p =* 0.001 ），得分高低与公平性感知之间无显著相关。

|  |
| --- |
|  |
| 图 4-4 实际得分与满意度和公平度相关性结果 |
| 注：实际得分和满意度感知之间存在显著的正相关；实际得分和公平性感知之间无显著相关。 |

该结果表明，在实际任务中，评分者是AI还是教师并不会显著影响被试的满意度感知，而实际得分高低对最后的满意度感知有着显著的影响。

**（3）实际得分和期望得分差异分析**

进行2（评分者：AI、教师）×3（期望得分：低、中、高）×3（实际得分：低、中、高）×4（显性感知：结果满意度、结果公平性、评分者满意度、评分者公平性）多变量方差分析，期望得分和实际得分为被试者间变量，显性感知是被试内变量。结果显示实际得分会显著影响显性感知，*F*(8, 206) = 3.053，*p =* 0.003， = 0.106; 期望得分对显性感知的影响边缘显著，*F*(8, 206) = 1.859，*p =* 0.068， = 0.067; 实际评分者不会影响显性感知，*F*(4, 103) = 0.423，*p =* 0.792; 实际得分和期望得分交互作用显著，*F*(12, 273) = 2.38，*p =* 0.003， = 0.092。为了进一步解释实际得分与期望得分之间的交互作用是如何影响公平性和满意度感知的，将期望得分作为横轴，实际得分作为分隔线，显性感知作为因变量，绘制图4-5。

|  |
| --- |
|  |
| 图4-5　期望得分与实际得分在显性感知的交互作用图 |
| 注：当期望得分较高时，实际得分偏低会显著降低满意度感知；公平性感知并不随着实际得分升高而升高，当实际得分和期望得分相当时，被试的公平性感知最高。 |

图4-5显示了期望得分与实际得分在结果满意度，评分者满意度，结果公平性，评分者公平性上的交互作用情况。

可以发现无论是结果满意度还是评分者满意度，在期望得分为中分组和高分组时，其评分均随着实际得分的增高而增高；其主效应显著，结果满意度*F*(2, 106) = 6.89，*p =* 0.002， = 0.115，评分者满意度*F*(2, 106) = 3.682，*p =* 0.028， = 0.065。然而，满意度与期望得分之间并不存在相关。基于此，假设2*a*得到了有力的支持。

从图4-5中可以初步发现无论是结果公平性还是评分者公平性，当实际得分与期望得分相等时，其公平性评分达到最高，而无论实际得分是低于还是高于期望得分，公平性评分均下降。为了使这一特征更为明显，以实际-期望得分为横坐标，公平性评分为纵坐标绘图，结果见图4-6。

|  |
| --- |
|  |
| 图4-6　实际-期望得分与实际得分对公平性感知的影响 |
| 注：当实际得分和期望得分的差异在1分及以内，记实际得分等于期望得分；当实际得分低于期望得分两分及以上，记实际得分低于期望得分；当实际得分高于期望得分两分及以上，记实际得分高于期望得分。当实际得分和期望得分相符时，被试对公平性的感知显著高于实际得分和期望得分不相符的情况。 |

从图4-6可以清晰发现无论是结果公平性还是评分者公平性，当实际得分与期望得分相等时，其公平性评分达到最高，而无论实际得分是低于还是高于期望得分，公平性评分均下降。为了进一步精确比较不同实际-期望得分组别的差异，进行多元方差分析事后比较，结果见表4-3。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 表4-3　结果公平性和评分者公平性的事后比较结果 | | | | | | |
|  | 结果公平性 | | | 评分者公平性 | | |
| 平均差值 | 标准差 | *p* | 平均差值 | 标准差 | *p* |
| 相等-低于 | 1.42 | 0.45 | 0.002 | 1.06 | 0.42 | 0.012 |
| 相等-高于 | 0.94 | 0.42 | 0.027 | 0.75 | 0.39 | 0.061 |
| 高于-低于 | 0.48 | 0.32 | 0.134 | 0.31 | 0.30 | 0.291 |
| 注：相等=期望得分与实际得分相符组；低于=实际得分低于期望得分组；高于=实际得分高于期望得分组 | | | | | | |

多元方差分析事后比较的结果表明，当期望得分与实际得分相符时，结果公平性显著大于实际得分与期望得分不相符的情况（实际得分高于期望得分*p* = 0.027，实际得分低于期望得分*p* = 0.002）；当期望得分与实际得分相符时，评分者公平性显著大于实际得分低于预期得分的情况（*p* = 0.012），与实际得分高于期望得分的情况差异边缘显著（*p* = 0.061）。假设2*b*得到了有力支持。

研究1旨在探究不同评分主体对满意度和公平性感知的影响以及实际得分和期望得分对被试公平性和满意度感知的影响。研究发现，AI评分和教师评分之间，被试对结果和对评分者的公平性感知和满意度感知没有显著差异。研究还发现，实际得分的高低显著影响了被试的满意度感知，其中高得分组的满意度得分显著高于低得分组。此外，实际得分与期望得分的差异也显著影响了公平性感知。当实际得分与期望得分相符时，公平性感知最高，而无论实际得分是低于还是高于预期，公平性感知均有所下降。这表明，被试的满意度得分更多地受到实际得分的影响，而公平性感知不仅受到实际得分的影响，还受到期望得分的影响。

## **4.2 研究2　期望与实际评分者一致性对公平性和满意度感知的影响**

### **4.2.1 研究目的**

在研究1中，我们发现实际评分者对公平性和满意度并没有显著影响，反而是实际得分以及实际得分与期望得分的差异会显著影响被试的公平性和满意度感知。为排除实际得分的影响，我们将会探究被试在得到实际评分之前，是否会对AI评分或者是教师评分有不同的偏好。进一步，预期评分者和实际评分者的一致性是否会影响公平性和满意度感知也十分关键。基于这样的猜想，研究2的目的如下：

① 探究被试选择AI评分系统或大学英语教师作为期望评分者的选择比例差异以及期望评分对其的影响。

② 探究期望评分者和实际评分者对公平性和满意度感知的影响。

### **4.2.2 被试**

使用Gpower 3.1计算被试量，选择*F*检验，f = 0.25，α= 0.05，1-β= 0.80，计算得到最小被试量为125。通过Credamo平台招募被试，要求非英语专业，右利手，年龄在18~55岁，高中以上学历。由于本次收集时间较短，且由于线上问卷回答质量波动较大，目前共收集到有效问卷120份，其中男性被试41名，女性被试79名，年龄24.30±7.64岁，平均作答时间8.73±2.23分钟。

### **4.2.3 研究设计**

和研究1相比，研究2增加了2个自变量，分别是期望评分者和期望与实际评分者一致性。研究2有5个自变量：期望得分（高期望得分、中期望得分、低期望得分），期望评分者（AI评分系统、大学英语教师），实际评分者（AI评分系统、大学英语教师），期望与实际评分者一致性（一致、不一致），实际得分（高期望得分、中期望得分、低期望得分）。3个因变量为：选择AI评分和教师评分的比例，以及对公平性和对满意度的感知。

### **4.2.4 工具及材料**

同研究1。

### **4.2.5 研究过程**

在研究2的基础上，被试在完成自评后，可选择自己期望的评分者是“AI评分系统”还是“大学英语教师”。意愿选择完成后，系统将会随机分配由“AI评分系统”或“大学英语教师”进行评分（随机2～9分）。外显态度感知部分分为公平性和满意度感知。研究2的实验流程详见图4-7。

|  |
| --- |
|  |
| 图4-7　研究2实验流程图 |

### **4.2.6 分析及结果**

卡方检验的结果表明，被试选择“AI评分系统”和“大学英语教师”进行评分的频数没有差异， *χ*2(1) = 0.00，*p =* 1.00。进一步，将期望得分为三档，小于等于3分为低分，4～7分为中分，大于等于8分为高分，研究期望得分高低与期望评分者之间的关系。2×3交叉表卡方分析结果表明，期望得分并未显著影响期望评分者的选择比例，*χ*2(2)= 3.48，*p* = 0.18，Cramer’s *V* = 0.17。具体见表4-4。观察到期望得分低时，被试倾向于选择AI评分系统进行打分；而期望得分高时，被试倾向于选择大学英语教师进行打分。这里选取高期望评分（8～10分）和低期望评分（1～3分）的数据进行2×2交叉表卡方检验。结果表明：期望得分对期望评分者选择频数的影响边缘显著，*χ*2(1) = 3.45，*p =* 0.06，Cramer’s *V* = 0.29。

|  |  |  |
| --- | --- | --- |
| 表4-4　不同期望得分的期望评分者选择频数 | | |
| 期望得分 | 期望评分者 | |
| AI评分系统 | 大学英语教师 |
| 低分（1～3分） | 18 | 12 |
| 中分（4～7分） | 39 | 40 |
| 高分（8～10分） | 3 | 8 |
| 总计 | 60 | 60 |

按照期望评分者和实际评分者进行分类，对结果满意度、结果公平性、评分者满意度和评分者公平性的显性感知分数见表4-5。

|  |  |  |  |
| --- | --- | --- | --- |
| 表4-5　不同期望评分者和实际评分者的显性感知分数汇总 | | | |
| 期望评分者 | 显性感知 | 实际评分者 | |
| AI评分系统*M(SD)* | 大学英语教师*M(SD)* |
| AI评分系统 | 结果满意度 | 5.33（1.91） | 5.59（1.54） |
| 结果公平性 | 5.39（1.94） | 5.59（1.12） |
| 评分者满意度 | 5.22（2.05） | 5.77（1.15） |
| 评分者公平性 | 5.33（1.85） | 5.41（1.23） |
| 大学英语教师 | 结果满意度 | 5.19（1.72） | 5.43（1.60） |
| 结果公平性 | 5.25（1.73） | 5.64（1.55） |
| 评分者满意度 | 5.13（1.86） | 5.71（1.49） |
| 评分者公平性 | 5.13（1.50） | 5.86（1.41） |
| 注：*M* = 平均数；*SD* = 标准差 | | | |

为探究期望和实际评分者的一致性是否会影响显性感知，进行3（实际得分：高、中、低）×2（期望评分者：AI、教师）×2（实际评分者：AI、教师）×4（显性感知：结果满意度、结果公平性、评分者满意度、评分者公平性）多变量方差分析。结果表明，期望评分者主效应边缘显著，*F*(4, 105) = 2.20，*p =* 0.07， = 0.08；实际评分者主效应不显著（*p* > 0.3）；实际得分主效应显著，*F*(8, 210) = 6.10，*p <* .001， = 0.19；期望评分者和实际评分者交互作用显著，*F*(4, 105) = 2.98，*p =* 0.02， = 0.10；实际得分、期望评分者、实际评分者三阶交互作用显著，*F*(8, 210) = 2.04，*p =* 0.04， = 0.07。说明期望评分者和期望-实际评分者一致性会对显性感知产生影响。

为探究期望评分者对显性感知的影响，分别以满意度、公平性显性感知为因变量，实际得分、期望评分者、实际评分者为自变量进行多因素方差分析。结果表明（图4-8），期望评分者对结果满意度（*F* = 4.23，*p =* 0.04， = 0.04）、结果公平性（*F* = 8.38，*p =* 0.005， = 0.07）、评分者公平性（*F* = 6.69，*p =* 0.01， = 0.06）主效应显著，对评分者满意度主效应边缘显著（*F* = 3.64，*p =* 0.06， = 0.03）。

|  |
| --- |
|  |
| 图4-8　期望得分与实际得分在显性感知的交互作用图 |
| 注：当被试选择AI评分系统时，被试对结果满意度、结果公平性、评分者公平性的感知都有显著提高，对评分者满意度的提高边缘显著。 |

为探究期望-实际评分者一致性对显性感知的影响，分别以满意度、公平性显性感知为因变量，实际得分、期望-实际评分者一致性为自变量进行多因素方差分析。结果表明（图4-9），期望-实际评分者一致性主效应对结果满意度主效应显著（*F* = 5.38，*p =* 0.02， = 0.04）；期望-实际评分者一致性与实际得分交互作用对结果满意度（*F* = 4.23，*p =* 0.04， = 0.05）显著，对结果公平性（*F* = 2.67，*p =* 0.07， = 0.04）、评分者满意度（*F* = 2.36，*p =* 0.09， = 0.04）边缘显著。事后简单效应分析表明，在实际得分较低的情况下，期望-评分者不一致会显著提高满意度感知，期望-评分者不一致对公平性感知的提升边缘显著。

|  |
| --- |
|  |
| 图4-9　期望得分与实际得分在显性感知的交互作用图 |
| 注：期望评分者和实际评分者不一致，会显著提高被试在实际得分较低时对满意度的感知；期望-实际评分者不一致对实际得分较低时公平性感知的提高边缘显著。 |

研究2旨在探究被试在得到实际评分之前，是否会对AI评分或者是教师评分有不同的偏好，以及这种偏好是否会影响其后的公平性和满意度感知。进一步，探究期望评分者和实际评分者的一致性是否会影响公平性和满意度感知。研究2的结果表明，被试对评分者的显性偏好并不显著，即在没有实际评分结果影响的情况下，被试并没有表现出对AI评分系统或教师评分的明显偏好。然而，研究2发现期望AI作为评分者的被试会有更高的满意度和公平性感知；且实际评分者和期望评分者不一致，会一定程度上提高在低分时的满意度和公平性感知。

## **4.3 研究3　对AI评分的内隐态度**

### **4.3.1 研究目的**

在上述研究中，我们未能在评价者偏好上得到普遍的外显结果，这与先前的研究结果存在一定的差异。因此在研究3中，我们尝试使用IAT范式，通过“人-AI”和“评价-受评”两组关系词，对评价者内隐偏好进行进一步探究。此外，我们注意到，当AI进行评分任务时，其相对人处于上位，表现一种“控制”“指导”关系；但在我们生活中，AI大多进行决策任务，其相对人则处于下位，表现出一种“辅助”关系。为了验证这一解释的合理性，我们额外设置了一组“控制-受控”属性词，用于表示经典上下位关系，对比“评价”关系与典型的“上位”关系是否表现出一致性。本研究目的如下：

① 探究个体对AI评分与对人评分的内隐态度差异。

② 探究“评分”关系与“上位”关系的一致性。

### **4.3.2 被试**

使用Gpower 3.1计算被试量，选择配对样本t检验（单尾），dz = 0.5，*α* = 0.05，1-*β* = 0.8, 计算得到最小被试量为27。通过Credamo平台招募被试，要求非英语专业，右利手，年龄在18~55岁，高中以上学历。由于本次收集时间较短，且由于线上问卷回答质量波动较大，目前共收集到有效问卷24份，其中男性被试11名，女性被试13名，年龄21.88±3.43岁。

### **4.3.3 研究设计**

该IAT研究包含两个子实验，每个实验有两个自变量，采用被试内设计。第一个自变量为概念图，包括两个水平：AI，人。第二个自变量为属性词，包括两个水平，在实验一中为：点评词（“评分”），受评词（“受评”）；在实验二中为上位词（“控制”），下位词（“受控”）。该研究的因变量为IAT效应。

### **4.3.4 工具及材料**

本研究通过在线问卷收集平台进行，以对AI评分的内隐态度为主题，为了让AI点评的行为更加真实，这里使用类人机器人的图片作为AI的概念词。IAT实验中呈现的刺激材料共有六种：人的图片、类人机器人图片、受评词、点评词、上位词、下位词（具体词表见附录），每个实验都包含相容和不相容两种情况，共包含7个实验组块，共计180个试次。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 表4-6　IAT 实验序列 | | | | | | |
| **组别** | **任务性质** | **任务类型** | **试验次数** | **功能** | **左键对应项目** | **右键对应项目** |
| B1 | 相容 | 属性词分类 | 20 | 练习 | 点评 | 受评 |
| B2 | 人/AI图分类 | 20 | 练习 | 人 | AI |
| B3 | 联合分类 | 20 | 练习 | 人或点评 | AI或受评 |
| B4 | 联合分类 | 40 | 正式 | 人或点评 | AI或受评 |
| B5 | 不相容 | 人/AI图分类 | 20 | 练习 | AI | 人 |
| B6 | 联合分类 | 20 | 练习 | AI或点评 | 人或受评 |
| B7 | 联合分类 | 40 | 正式 | AI或点评 | 人或受评 |
| 注：B=block | | | | | | |

### **4.3.5 研究过程**

具体实验序列如表4-6所示。首先，通过在线问卷收集平台上发布问卷，被试被随机分为两组，一组先进行“评价组”再进行“控制组”，另一组顺序相反。在每一个实验中，一半的被试先进行相容任务，后进行不相容任务；另一半被试先进行不相容任务，后进行相容任务，相容与不相容的顺序在被试间被平衡。被试先进行练习，以“评价组”为例，相容任务（或不相容任务）的练习共有两部分组成：（1）属性词（点评和受评）的分类任务；（2）概念图（人与AI）的分类任务。在进行相容任务练习时，首先进行概念词（点评与受评）的分类任务。此时，屏幕上方一左一右分别呈现一个属性词，左侧为“点评”，右侧为“受评”。而后在屏幕下方中央呈现一个词（如“评分”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。属性词分类任务结束后，进入概念图分类任务。同样，屏幕上方一左一右分别呈现一个类别词，左侧为“人”，右侧为“AI”，而后在屏幕中央呈现一个图（如一张亚洲人的照片），被试的任务时判定该图属于左侧类别（按“F”键）还是右侧类别（按“J”键）。在进行不相容任务的练习时，首先进行概念图（人与AI）的分类任务，屏幕上方一左一右分别呈现概念词，但与相容任务相反：左侧为“AI”，右侧为“人”。而后在屏幕下方中央呈现一张图（如“AI”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。概念图的分类任务结束后，进入属性词的分类任务。同样，屏幕上方一左一右分别呈现一个属性词，与相容任务一致：左侧为“点评”，右侧为“受评”。而后在屏幕中央呈现一个词（如“评分”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。

正式实验则要求被试对概念图和属性词进行联合反应。在相容任务条件下,屏幕上方一左一右分别呈现两个词，左侧为“人或点评”，右侧为“AI或受评”，而后在屏幕下方中央呈现一个词（如“评分”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）；在不相容任务条件下，同样，屏幕上方一左一右分别呈现两个词，左侧为“AI或点评”，右侧为“人或受评”，而后在屏幕下方中央呈现一个词（如“评分”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。

上述每一反应会持续到被试按键为止，反应时和正确率由计算机自动记录。参考过往研究，按错试次的反应时额外增加500ms的惩罚反应时。数据处理时不删除任何数据。接下来对所有反应时数据进行对数转换，再对相容组（AI-受评）和不相容组（AI-点评）分别计算其平均反应时。最后，把不相容组的平均反应时减去相容组的平均反应时，这样，所得到的分数便为相对于AI-点评而言，把AI与受评相联的程度，即内隐态度对于AI应该被点评的强度。同理可以得到内隐态度对于人应该被点评的强度。

“控制组”在任务流程上和“评价组”一致。“控制组”采用和“评价组”中一样的人类和AI的概念图，但“控制组”的概念词采用和“控制”和“受控”相关的词语（具体词表见附录1）。

### **4.3.6 分析及结果**

|  |
| --- |
|  |
| 图4-10　对AI和人类受评和受控的IAT强度 |
| 注：对AI受评有显著的内隐偏好，而对将AI与收到控制连结在一起的内隐强度并不显著；将人类和评分、控制连结在一起的内隐强度十分显著。 |

以相容与否为自变量，对AI的IAT强度进行独立样本*t*检验。结果显示：（1）评分组IAT强度显著大于0，*t* = 3.48，*p* = 0.002，*d* = 0.71，说明被试对“AI-受评”的概念存在隐性偏好。（2）控制组IAT强度不显著，*t* = 1.35，*p* = 0.19，*d* = 0.27，说明被试对“AI-受控”的概念无显著隐性偏好。

以相容与否为自变量，对人类专家的IAT强度进行独立样本*t*检验。结果显示：（1）评分组IAT强度显著大于0，*t =* 6.18，*p* < 0.001，*d* = 1.02，说明被试对“人-点评”的概念存在隐性偏好。（2）控制组IAT强度显著大于0，*t =* 7.50，*p* < 0.001，*d* = 1.58，说明被试对“人-控制”的概念存在隐性偏好。

对AI应该被点评的内隐态度强度和对人类应该进行点评的内隐态度强度进行配对样本*t*检验，结果表明，被试将人-点评联结在一起的内隐强度和将AI-受评联结在一起的内隐强度无显著差异，*t =* 0.98，*p* = 0.34，*d* = 0.25。对AI应该被控制的内隐态度强度和对人类应该控制的内隐态度强度进行配对样本*t*检验。结果显示人类专家IAT强度显著高于AI，*t =* 2.91，*p* = 0.008，*d* = 0.83，说明被试对AI的内隐态度更强，即“AI-受控”概念比“人-控制”隐性偏好更强。

尽管在被试间的内隐态度中观察到了一致性，但在被试内的相关性并未显著。对点评组和控制组的AI内隐态度进行了皮尔逊相关分析，结果显示*Pearson’s r* = 0.21，*p* = 0.30。对人类的内隐态度作相同分析得到*r* = -0.12，*p* = 0.55。这可能是由于单个被试在单个客体上的试次数较少，导致结果的不显著。后续可以进一步增大样本容量以考察其结果的稳定性。

## **4.4 研究4　教师与AI协作评分模式的偏好与感知**

### **4.4.1 研究目的**

研究3的结果发现，人们更倾向于将AI与“受评”“受控”等关键词联系起来，这与生活中AI通常充当辅助角色（例如ChatGPT）的情况相符。但这一结果却未在外显选择和偏好上展现出来，这可能是由于AI评价较为少见，被试对评价者角色的理解不充分有关。因此，研究4聚焦于“辅助”这一常用的关系进行设计，并加入文字说明强化被试的理解，探究内隐偏好是否能映射到外显表现上。研究目的如下：

① 探究AI辅助教师和教师辅助AI作为评价者的选择偏好。

② 探究AI辅助教师或教师辅助AI作为评价者时，评价者与实际得分的交互作用。

### **4.4.2 被试**

使用Gpower 3.1计算被试量，选择*t*检验，d = 0.5，α= 0.05， 1-β= 0.80，计算得到最小被试量为102。通过Credamo平台招募被试，要求非英语专业，右利手，年龄在18~55岁，高中以上学历。由于本次收集时间较短，且由于线上问卷回答质量波动较大，目前共收集到有效问卷95份，其中男性被试26名，女性被试69名，年龄22.67±4.98岁，平均作答时间8.73±2.23分钟。

### **4.4.3 研究设计**

研究4采用被试间设计，研究4有3个自变量：期望得分（高期望得分、中期望得分、低期望得分），期望评分模式（AI为主导教师为辅助、教师为主导AI为辅助），实际得分（高期望得分、中期望得分、低期望得分）。3个因变量为：选择AI辅助教师评分和教师辅助AI评分的比例，以及对公平性和对满意度的感知。

### **4.4.4 工具及材料**

同研究1。

### **4.4.5 研究过程**

在研究1的基础上，被试在完成自评后，会首先看到对评分过程中“主导评分者”和“辅助评分者”的责任和职责描述。清楚了主导和辅助评分者之间的关系之后，被试可选择自己期望的评分模式是“AI为主导评分者、教师为辅助评分者”还是“教师为主导评分者、AI为辅助评分者”。意愿选择完成后，系统将会按照选择意愿，由对应的评分模式进行评分（随机2～9分）。外显态度感知部分分为公平性和满意度感知。研究4的实验流程详见图4-11。

|  |
| --- |
|  |
| 图4-11　研究4实验流程图 |

### **4.4.6 分析及结果**

为探究被试对不同评分模式的偏好，对选择频数进行卡方检验。结果表明，被试选择“教师主导评分、AI辅助评分”进行评分的频数（*f* = 74）差异高于选择“AI主导评分、教师辅助评分”的频数（*f* = 21）， *χ*2(1) = 29.57，*p* < 0.001。为探究期望评分模式的选择偏好是否会受到不同期望得分的影响，将期望得分为三档，小于等于3分为低分，4～7分为中分，大于等于8分为高分，并对期望得分和期望评分模式进行独立性检验（见表4-7）。结果表明，期望得分高低没有显著影响对“教师主导、AI辅助”评分模式的偏好，*χ*2(2) = 3.14，*p* = 0.21，Crame’s *V =* 0.18。

|  |  |  |
| --- | --- | --- |
| 表 4-7　不同期望得分的评分模式选择频数 | | |
| 期望得分 | 期望评分者 | |
| 教师主导、AI辅助 | AI主导、教师辅助 |
| 低分（1～3分） | 15 | 3 |
| 中分（4～7分） | 52 | 13 |
| 高分（8～10分） | 7 | 5 |
| 总计 | 74 | 21 |

将实际得分分为低分（2～3分）、中分（4～7分）、高分（8～9分）。为了探究评分模式、实际得分对显性感知的影响，以公平性和满意度为因变量，评分模式和实际得分为组间变量进行多变量方差分析（见图4-12）。结果表明：评分模式对显性感知没有显著影响，*F*(4, 86) = 1.49，*p =* 0.21， = 0.06；实际得分主效应显著，*F*(8, 174) = 4.86，*p* < 0.001， = 0.18。

|  |
| --- |
|  |
| 图4-12　评分者对公平性和满意度的影响 |
| 注：虽然选择AI辅助教师的频数显著高于教师辅助AI，但是两种评分模式之间满意度和公平性感知并没有显著差异。实际得分主效应显著，但是实际得分和评分模式交互不显著。 |

后续单因素方差分析也表明，评分模式不会对结果满意度、结果公平性、评分者公平性感知产生显著的影响，且评分模式和实际得分之间没有交互作用。然而，在评分者满意度的感知上，评分模式和实际得分交互作用显著，*F*(2, 89) = 3.59，*p =* 0.03， = 0.08；然而事后检验表明，在不同实际得分的情况下，评分模式对评分者满意度均没有显著差异。我们推测此处的交互作用显著是由于数据量较少，出现了抽样误差。

## **4.5 研究5　AI辅助教师评分系统的探索**

### **4.5.1 研究目的**

在研究4中，我们发现被试对于教师主导，AI辅助的评分系统具有明显的选择偏好。为了进一步探索该评分模式，在本实验中，我们参考研究1和研究2的范式和设计，将其与单独的AI或教师评分进行对比，通过强制分配和意愿选择的方式，测定被试的选择偏好，并比较结果的满意度和公平度感知。因此，研究目的如下：

1. 探究AI辅助教师评分系统相比单独的AI或教师评分的选择偏好和感知差异。
2. 探究AI辅助教师评分系统和实际分数、有无期望选择以及期望一致性之间的交互作用。

### **4.5.2 被试**

使用Gpower 3.1计算被试量，选择*F*检验, f = 0.25，α = 0.05，1-β = 0.80，计算得到最小被试量为196。通过Credamo平台招募被试，要求非英语专业，右利手，年龄在18~55岁，高中以上学历。共收集到有效问卷440份，其中无意愿选择实验201份，男性被试70名，女性被试131名，年龄23.37±5.73岁，平均作答时间8.33±2.56分钟；有意愿选择实验239份，男性被试88名，女性被试151名，年龄21.86±4.36岁。平均作答时间8.24±1.96分钟。

### **4.5.3 研究设计**

研究5的设计在研究1和研究2的基础上增加了部分因素，分为无意愿选择和有意愿选择两个子实验。无意愿选择实验中，在评分者分配环节增加了AI辅助教师评分（教师主导）选项；有意愿选择实验中，在评分者意愿选择和实际评分者中增加了AI辅助教师评分（教师主导）选项。

研究5无意愿选择实验的自变量为评分者（AI评分系统、大学英语教师、AI辅助教师）和实际得分（高期望得分、中期望得分、低期望得分），因变量为对公平性和对满意度的感知。有意愿选择实验在无意愿实验的基础上增加了两个自变量，分别为期望评分者（AI评分系统、大学英语教师、AI辅助教师）和期望与实际评分者一致性（一致、不一致），其因变量除了满意度和公平性感知，还有选择AI评分、教师评分或AI辅助教师评分的比例。

### **4.5.4 工具及材料**

同研究2。

### **4.5.5 研究过程**

无意愿选择实验基本与研究1一致，在评分者分配中，被试可能会被分配到“AI评分系统”、“大学英语教师”或“AI辅助教师（教师为主导）”三个选项中。

有意愿选择实验基本与研究2一致，被试可选择“AI评分系统”、“大学英语教师”或是“AI辅助教师（教师为主导）”作为评分者，意愿选择完成后，被试同样会被随机分配至这三个选项中，详见图4-13。

|  |
| --- |
|  |
| 图4-13　研究5流程图 |

### **4.5.6 分析及结果**

**（1）无意愿选择结果分析**

以满意度、公平性感知为因变量，实际评分者、实际得分为自变量进行多因素方差分析。结果发现，实际得分在结果满意度和评分者满意度上效应显著或边缘显著；并且仅在结果满意度变量上，评分者效应边缘显著（*p =* 0.06， = 0.02），实际得分与评分者交互作用边缘显著（*p =* 0.07， = 0.04）。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 表4-8　无意愿时外显感知方差分析结果 | | | | |
| 自变量 | 因变量 | *F* | *p* |  |
| 评分者 | 结果满意度 | 2.88 | 0.06 | 0.00 |
| 结果公平性 | 1.27 | 0.28 | 0.01 |
| 评分者满意度 | 0.60 | 0.55 | 0.01 |
| 评分者公平性 | 0.68 | 0.51 | 0.01 |
| 实际得分 | 结果满意度 | 14.63 | < 0.001 | 0.12 |
| 结果公平性 | 2.18 | 0.12 | 0.02 |
| 评分者满意度 | 4.59 | 0.01 | 0.05 |
| 评分者公平性 | 0.20 | 0.82 | 0.00 |
| 评分者×  实际得分 | 结果满意度 | 2.21 | 0.07 | 0.04 |
| 结果公平性 | 1.19 | 0.32 | 0.02 |
| 评分者满意度 | 0.89 | 0.47 | 0.02 |
| 评分者公平性 | 0.28 | 0.89 | 0.01 |

|  |
| --- |
|  |
| 图4-14　无意愿选择方差分析结果 |
| 注：AI辅助教师评分模式并没有显著提高对满意度和公平性的感知。实际得分对结果满意度和评分者满意度主效应显著，但是实际得分对公平性感知的主效应不显著。 |

根据初步分析的结果，选择实际得分的低分组，对结果满意度进行单因素方差分析，发现评分者主效应边缘显著，*F*(2, 28) = 2.97，*p =* 0.068， = 0.02。在实际低分时，AI辅助教师评分系统的结果满意度显著偏低。

**（2）有意愿选择结果分析**

对期望评分者选择情况进行卡方检验，结果发现被试存在显著偏好（*χ*2 = 16.18，*p <* 0.001），选择“AI辅助教师”的频数（*f* = 108）显著高于选择AI（*f* = 72）或选择教师的频数（*f* = 59）（*χ*2 = 14.38，*p <* 0.001；*χ*2 = 7.20，*p =* 0.007），而选择AI或教师评分的频数无显著差异（*χ*2 = 1.29，*p =* 0.26）。选择情况见图4-15。

|  |
| --- |
|  |
| 图4-15　实际评分者和实际得分对显性感知的影响 |
| 注：选择AI辅助教师评分模式的频数显著高于选择AI或选择教师进行评分的频数。但是选择AI和选择教师的频数没有显著差异 |

以满意度、公平性感知为因变量，实际评分者、期望一致性、实际得分为自变量进行方差分析。结果表明，实际评分者主效应不显著，期望-实际评分者一致性主效应不显著，实际得分主效应显著。方差分析结果见表4-9。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **表4-9　外显感知方差分析结果** | | | | |
| 自变量 | 因变量 | *F* | *p* |  |
| 实际评分者 | 结果满意度 | 1.90 | 0.152 | 0.02 |
| 结果公平性 | 0.53 | 0.589 | 0.004 |
| 评分者满意度 | 1.93 | 0.143 | 0.02 |
| 评分者公平性 | 1.57 | 0.210 | 0.01 |
| 期望一致性 | 结果满意度 | 0.89 | 0.346 | 0.003 |
| 结果公平性 | 0.23 | 0.631 | 0.00 |
| 评分者满意度 | 0.38 | 0.536 | 0.001 |
| 评分者公平性 | 0.26 | 0.612 | 0.001 |
| 实际得分 | 结果满意度 | 16.72 | < 0.001 | 0.06 |
| 结果公平性 | 6.84 | 0.001 | 0.05 |
| 评分者满意度 | 8.41 | < 0.001 | 0.07 |
| 评分者公平性 | 5.74 | 0.004 | 0.05 |

受到研究2的启发，为探究选择不同评分模式是否会影响满意度和公平性感知，分别以满意度和公平性为自变量，期望评分者和实际得分为自变量，进行双因素方差分析。结果表明，期望评分者主效应不显著，即选择不同评分模式作为期望评分者的被试之间，满意度和公平性感知均没有显著差异。

|  |
| --- |
|  |
| 图4-16　期望评分者和实际得分对显性感知的影响 |
| 注：期望评分者主效应不显著，即选择不同评分模式都没有显著提高对满意度和公平感知。 |

研究5旨在从外显角度探究“AI辅助教师”和“教师辅助AI”两种评分系统的选择偏好与感知情况。结果发现，被试对于“AI辅助教师”评分系统具有明显的选择偏好，该结果与研究3发现的内隐偏好一致，即被试更能接受“人主导，AI辅助”的关系模式。对满意度和公平性的分析结果发现，评分模式和实际得分存在交互作用，但事后检验未发现特定变量水平上的效应，该感知结果还需要进一步的实验验证。

# 5　综合讨论

本项目聚焦于人工智能与教师评分对结果满意度和公平性感知的影响，针对大学生这一特定群体，通过线上心理实验平台，深入探究了期望得分、实际得分、期望评价者、实际评价者等多个自变量与结果感知的关系，同时，我们从上下位关系角度，对于AI与人的感知和偏好差异提出了一种新的解释，并通过内隐测验进行了验证。研究结果补充了AI评分感知领域的理论框架，挖掘了期望与实际、得分和评价者等变量的影响及其交互作用，为人工智能评分系统在实际应用中的引入提供了重要支持。

在本项目中，我们使用了“答题-感知评价”的线上实验方法，通过一道难度适当的翻译试题，提高被试的自我卷入程度，尝试模拟现实中作业批改或是考试改卷的场景。根据对实际得分的分析，我们发现实际得分的高低对满意度有显著影响，而对公平度的影响不明显；分析期望和实际得分的交互作用，我们发现当实际得分和期望得分一致时，公平性感知最高，当二者不一致时（偏高或偏低），公平性感知则会显著降低。该结果与先前满意度和公平性相关领域的研究基本保持一致，验证了预期落差在AI评分中的影响效果。值得注意的是，此实验结果可能与现实生活存在一定区别，在实际的考试和评分中，只要得到较高的分数，学生就会有较高的满意度，并认为该结果公平，即便此分数远高于预期。这可能是因为，个人利益在现实中具有不可忽视的影响，而在实验中，许多被试秉持“测试AI性能”的态度，因而得到的结果更加理性客观。

在研究1中，实际评分者（AI或人）对结果没有显著影响，我们猜测可能是因为实际评分过程中，评分结果效应过于显著，弱化了被试对评分者的感知。为了更深入探究评分者偏好这一问题，在研究2中引入了期望评分者这一变量，希望在结果呈现之前，探究对于AI评分或教师评分的偏好。从总体上来看，被试对评分者无明显的选择偏好，并且期望评分者、实际评分者以及二者之间的一致性都不会显著影响满意度和公平度的得分情况。这可能是因为大学生及就业青年使用AI的频率较高，对其有较高的熟悉程度和信任程度，再加上实验中设定AI与教师的水平一致，因此结果无显著变异情况。然而，我们发现选择AI作为期望评分者会显著提高对满意度和公平性的感知。我们推测，选择AI作为期望评分者的被试可能具有更高的经验开放性（Shulner-Tal et al., 2024; Narayanan et al., 2024）。从被试对选择不同期望评分者的原因我们可以发现，有些被试选择AI的原因是“好奇”“想尝试一下新的方式”，这反映了选择AI的被试可能以更加开放的态度面对结果。

但值得注意的是，当聚焦于低期望评分和高期望评分的被试时，评价者的意愿选择出现了差异。低期望评分的被试更倾向于选择AI评分，而高期望评分的被试倾向于教师评分。这一结果说明了不同群体对AI评分的认同情况存在差异，高评分的被试可能对传统教师的信任程度更高，其中有人认为“AI没有能力准确评估我的答案”；而低评分的被试大多因为作答质量有限而对“真人”评价感到有压力，而AI评价则会让他们感到更放松，有人提到“我觉得我糟糕的答案可能会让老师抓狂”。此外，也有一些低期望评分的被试出于好奇心而选择AI，以测试其评估极端答案的能力。

通过以上2个研究，我们从外显角度得到了一系列关于满意、公平感知的结论。而在研究3中，我们从内隐态度入手，对个体的真实想法进行了验证，确定了上下位关系为本项目中AI评价和生活中AI决策的本质区别，说明在个体的潜意识中，AI更偏向于下位关系，执行“协助”“辅佐”的职能，这从某种程度上解释了本项目与以往研究的差异。这表明了我们对于AI的外显态度和内隐态度存在一定程度的分离，外显感知是在高级认知活动加工后的结果，其中带有的道德评价、人格特质等因素都会对外显感知带来影响。

当我们通过强调教师和AI的交互关系（主导、辅助）后，他们表现出对“教师主导、AI辅助”的评分模式的显著偏好。这可能反映了一种认知上的和谐，即人们在内隐层面上对AI的辅助角色有积极态度，而在外显选择上也倾向于这种模式。

在研究5中，我们观察到一个有趣的现象：尽管内隐联想测验（IAT）的结果表明存在一种隐性的偏好，倾向于将人类置于评价者的位置，而将AI视为被评价的对象，但当被试在显性选择中必须在“AI辅助教师”和“教师”评分模式之间做出选择时，他们表现出了对“AI辅助教师”评分模式的明显偏好。这种偏好与内隐态度中“人本位”的倾向似乎相悖。然而，这种选择实际上可能反映了一种对AI辅助功能的积极评价。当AI被定位为辅助者时，人们似乎更愿意接受它，因为它可以增强教师的评分能力，而不是完全取代教师评分者的角色。这种偏好可能源于对AI技术潜在优势的认识，如提高效率、减少重复性劳动、提供更一致的评分标准等。

另外，在以往的研究中，年龄也是影响AI感知的关键因素（Schepman & Rodway, 2020），本研究中，选取的被试大多为大学生，年龄跨度和离散程度有限，而所得到的结论又与得分等实际情境密切相关，缺乏普适性，可能存在同辈效应，这也是本研究的局限所在。在未来的研究中，可以尝试扩大年龄范围，针对初高中生或是中年职场人士进行探索，比较不同年龄人群对于AI评价系统的态度以及关注点，为人工智能引入作业/考试批改和工作绩效评估提供支持。

另外，在研究2和研究5中，实际得分与期望-实际评分者一致性存在交互作用。在研究2的低分组中，不一致组的外显感知显著高于一致组；在研究五中恰恰相反。这可能是因为，在研究二的评分者随机分配环节，实验中给出的原因是出于算力限制，因此在遇到不一致情况的时候，被试会把实际低分更多地归因为外部因素；而在研究五中，由于三个选项的限制，实验中并没有给出分配的原因，所以被试在遇到不一致情况的时候，会更多地把实际低分归因于评价者内部因素，导致外显感知得分更低。根据这一结果，我们推测分配原因的可解释性对于被试的外显感知有重要影响。

总而言之，本研究探讨了不同类型评分者（人工智能与人类教师）对结果公平性感知和满意度感知方面的影响。我们发现，实际得分显著影响了满意度得分，而期望得分与实际得分的一致性对公平性感知起到了关键作用。此外，当期望得分与实际得分相符时，公平性得分最高；当两者不一致时，公平性得分显著下降。在实际评分中，对公平性感知和满意度感知有显著影响的是实际得分和期望得分，评分者类型对显性感知影响不大。这些发现表明，要更好地理解和提高学生对人工智能在教育评估中应用的接受度，不仅需要关注评估的准确性，还应考虑期望与认知偏差如何影响学生的感知。本研究强调了在设计基于人工智能的评估系统时，整合认知和情境因素的必要性，这有助于促进更公平且更能令学生满意的教育体验。

# 6　结论

本研究通过一系列在线实验，深入探讨了人工智能（AI）评分系统与人类教师评分在教育评价中的公平性和满意度感知差异。以下是本研究得出的主要结论：

1. 评分者类型的影响：研究发现，无论是AI评分还是教师评分，对学生的满意度和公平性感知没有显著影响。

2. 期望与实际得分的影响：实际得分的高低对学生的满意度有显著影响。得分越高，学生对评分结果的满意度越高；当学生的期望得分与实际得分一致时，他们对评分的公平性感知最高。

3. 期望评分者的选择频数：学生对教师和AI作为评分者没有明显的选择偏好。但是，当按照期望得分分组时，期望得分较低的学生更倾向于选择AI评分，而期望得分较高的学生则更倾向于选择教师评分。

4. 期望评分者的影响：当学生期望AI作为评分者时，对评分结果的满意度和公平性感知较高。

5. 内隐态度：通过内隐联想测验（IAT），研究发现学生在内隐上更倾向于将AI与受评、受控的角色联系在一起，而将人类与评价、控制的角色联系在一起。

6. 协作评分模式的偏好：学生对“AI辅助教师”的评分模式有显著的选择偏好，相比“教师辅助AI”的模式，他们更倾向于选择AI辅助教师的评分模式。

本研究为AI评分系统在教育评价中的应用提供了实证支持，并指出了在不同评分情境下感知的差异性，对教育评价改革具有重要的理论和实践意义。研究结果强调了在设计基于AI的评估系统时，需要综合考虑认知和情境因素，以促进更公平且更能满足学生需求的教育评价体系。同时，本研究也提示了未来研究需要关注不同年龄、文化背景学生对AI评分系统的态度和偏好，以及如何在实际应用中平衡期望与实际得分，优化AI评分系统的设计与实施。
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**ABSTRACT**

In the field of educational grading, Artificial Intelligence (AI) scoring systems are emerging as viable alternatives to traditional human grading methods. However, comprehensive discussions regarding the differences in fairness and satisfaction perceptions between AI and human grading remain limited. This study addresses this gap by simulating grading scenarios in an online experiment, collecting participants' perceptions of fairness and satisfaction through a structured questionnaire. Findings show that actual scores significantly influence satisfaction perceptions, with fairness perceptions peaking when actual scores align with expected scores. While who gives the final grade did not significantly impact fairness or satisfaction perceptions, participants anticipating AI as the evaluator reported higher levels of both. Additionally, employing the Implicit Association Test (IAT) found that subjects perceive AI primarily in a controlled, supportive capacity. Exploring a collaborative scoring model involving both AI and human evaluators revealed a preference for the ‘AI-assisted teacher’ model, confirming the implicit preference for this approach. These findings offer empirical support for the integration of AI in educational assessment, highlight difference between actual grading scenarios and paper people study, and emphasize the influence of personalities, contributing significantly to theoretical and practical discourse in educational evaluation reform.
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