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# 1．项目名称

教育领域中人工智能与人类评分感知差异及其影响因素的实证研究

# 2．研究工作的科学意义与拟解决的关键科学问题

本研究工作的科学意义主要体现在以下几个方面：

（1）评价方法的比较研究：

本研究对AI评分系统与传统教师评分进行比较分析，为教育评价方法提供了一种新的视角。这不仅有助于理解AI在教育评价中的应用前景，也为教育评价方法的创新提供了科学依据。

（2）评价感知的深入理解：

通过探讨被评价者对AI评分和教师评分的感知差异，本研究深化了我们对评价公平性和满意度感知的理解，揭示了评分体系选择对评价感知的影响，这对于设计更加公平、透明和被广泛接受的评价系统具有重要意义。

（3）人机交互的社会心理学分析：

研究AI评分系统在教育评价中的使用，可提供关于人机交互在实际应用场景中的社会心理学见解，有助于优化AI系统设计，使其更好地适应用户的需求和期待。

本研究工作拟解决的关键科学问题如下：

（1）评分结果的感知差异：

在AI与教师评分中，被评价者对评分结果的公平性和满意度有何差异？这一问题探讨了技术介入背景下评价感知的变化，为设计和应用更符合公平性要求的评价系统提供了实践指导。

（2）内隐态度的差异探究：

被评价者在面对AI与教师评分时，其内隐态度存在何种差异？此问题旨在探讨被评价者对AI评分系统的深层次接受度，对评价系统的普及和接受具有重要影响。

（3）个体和环境因素的影响：

个体人格特征和所处环境因素如何影响评分结果的外显感知？这一问题有助于揭示个体差异和环境背景如何共同作用于评价结果的感知过程，为开发个性化的教育评价系统提供了宝贵的启示。

综上所述，本研究不仅在理论上具有重要的科学价值，还通过解答这些关键科学问题，为教育评价领域提供实际的指导和建议，推动AI评分系统在教育评价中的健康发展和广泛应用。

# 3．本项目研究目标，以及与申请者研究工作长期目标的关系

**本项目的研究目标包含以下几个方面：**

本项目旨在深入探讨人工智能（AI）与传统教师评分在教育评价领域的应用，特别是对被评价者感知的影响。具体研究目标包括：

（1）外显感知分析：

考察被评价者在AI评分和教师评分情境下，对评分结果公平性和满意度的外显感知差异。分析影响这些差异感知差异的其他因素，以揭示评分主体类型对评价结果接受度的影响。

（2）内隐态度探究：

基于外显感知，进一步探索被评价者对AI与教师担任评分者时的内隐态度差异。该部分研究将提供更深层次的见解，评估人们对AI评分系统的潜在接受度和看法。

（3）个体因素的影响：

探讨个体人格特征，尤其是大五人格模型各维度，是如何影响被评价者对AI和教师评分结果的外显感知与反应。

（4）环境因素的影响：

深入探讨外部环境因素对被评价者的外显感知的影响，尤其是不同的情景因素（如焦虑水平、他人评价）如何调节被评价者对评分结果的感知和态度。

**与申请者研究工作长期目标的关系：**

申请者的长期研究目标集中在利用AI技术优化教育评价和实验教学，提升教育质量和效率。本项目作为申请者的一个重要研究议程，与其长期目标紧密相关，具体体现在以下几点：

（1）提升教育评价的公平性和准确性：

通过深入研究AI评分系统与传统评分方法的感知差异，本项目将为设计更加公平、透明和被广泛接受的教育评价系统提供理论支持，直接助力申请者优化教育评价的长期目标。

（2）深化AI在教育领域的应用研究：

申请者此前的项目已经探索了AI技术在心理学研究与教学中的应用，本项目进一步扩展了这一研究方向，将其应用至教育评价领域，为AI技术在教育中的全面应用奠定了理论和实证基础。

（3）促进教育技术的创新发展：

申请者在教育技术创新方面已有多项成果，本项目的研究成果将进一步推动教育评价技术的创新发展，有助于实现个性化和高效的教育评价系统。这与申请者提升教育质量和效率的长期目标完全一致。

综上所述，本项目不仅是申请者在AI评分系统研究领域的深化和扩展，也是其长期目标实现过程中的一个重要里程碑，对推动教育评价体系的创新和发展具有重要的战略意义。

# 4．项目研究内容，研究方案和进度安排

结合本项目的研究目标，本项目的计划进行四个系列研究。

4.1 研究一：不同评价主体对评价结果满意度和公平性感知的影响因素研究

本研究设计了五个子实验，旨在探讨以下几个方面对评价主体满意度和公平性感知的影响：

选择意愿对评价的影响；

实际评分者与期望评分者之间的一致性；

实际得分的高低；

实际评分与期望评分之间的差异大小；

4.1.1研究一实验*a*

1.研究目的

探究评分者为不同角色（“AI评分系统”和“大学英语教师”）时，被评价者对于两类评价主体的结果满意度和公平性感知的影响。

2.研究假设

被评价者对于不同评价主体的满意度感知和公平性感知存在差异。

3.研究方案

3.1参与者/被试

使用GPower3.1计算被试量，采取独立样本*t*检验，采用*d* = 0.5，*α* = 0.05，1-*β* = 0.8，计算得到最小被试量为102。考虑到线上问卷回答质量波动较大，以10%拒绝率计算，利用在线实验平台共收集115名中国本土长大、母语为汉语、学历高中及以上的18～55岁被试。

3.2研究设计

该研究以评分者为组间变量，采用单因素完全随机设计。自变量包括评价者主体类型，分别为：“AI评分系统”和“大学英语教师”。实验包含两个因变量，分别是对评分结果和评价主体的满意度与公平性感知。

3.3工具及材料

通过在线实验收集平台进行实验。答题任务选用一道中译英题目，题目改编自2016年12月大学英语四级考试中的中译英题目。2016年12月份共有三份四级试卷，我们简化了三道中译英题目，被试在作答过程中，将随机接收其中一道题目进行作答。这一选择旨在构建一个客观与主观兼备、具有一定难度且适用于各专业学生的考试任务场景。

3.4研究过程

通过在线问卷收集平台上发布问卷，被试会被随机分为2组，即评分者为“AI评分系统”或者是“大学英语教师”。为防止被试在中译英的时候查手机，实验开始前先进行眼动校准，在正式实验中，被试的注视点不得离开屏幕超过10秒，否则判定为作弊或分心，其数据不予录用。

实验开始，被试首先要求在5分钟内完成一道中译英的翻译题。答案提交后，“AI评分系统”或“大学英语教师”将随机给出中等分数（4分、5分、6分）。得到评分后，被试需要通过两道七点李克特量表分别对评分结果和评价主体的满意程度进行评分，而后被试需要通过两道七点李克特量表分别对评分结果和评价主体的公平性感知进行评分。需要注意的是，当评分结果的满意度低于4分时，会有一个附加选择题。题目为“评分结果满意度偏低，您认为应负主要责任的是”，选项为“评分者”、“我自己”、“题目本身”三个选项。为了确保被试能够更具象化地感知“大学英语老师”的存在，会给出这个大学老师姓名，性别和年龄（如李\*敏老师，女，34岁）。同时，被试作答时间控制在早上10点到下午18点。

4.1.2研究一实验b

1.研究目的

①探究被试对评分者的选择意愿；②探究实际评分者和期望评分者一致性对评分结果满意度和公平性感知的影响。

2.研究假设

①被试对选择“AI评分系统”和“大学英语教师”进行评分的人数比率存在差异；②实际评分者和期望评分者一致与否对评分结果的满意度和公平性感知存在差异。具体表现为：当两者一致时，被试对评价主体的满意度和公平性感知要优于不一致条件；当两者不一致时，被试对“大学英语教师”为评价主体的满意度和公平性感知要优于“AI评分系统”。

3.研究方案

3.1参与者/被试

使用GPower3.1计算被试量，选择F检验，计算得到最小被试量为128。考虑到线上问卷回答质量波动较大，以10%的数据拒绝率计算，利用在线实验平台至少收集140名中国本土长大的、汉语为母语的18～55岁学历高中及以上的被试。

3.2研究设计

实验*b*增加了一个自变量为实际评分者和期望评分者的一致性程度：实际评分者和期望评分者相一致与不一致，其余部分和实验*a*相同。

3.3工具及材料

同实验*a*。

3.4研究过程

在实验*a*的基础上，被试在完成翻译任务后，可选择自己期望的评分者是“AI评分系统”还是“大学英语教师”。意愿选择完成后，系统将会随机分配由“AI评分系统”或“大学英语教师”进行评分。外显态度感知部分和实验*a*相同。

4.1.3 研究一实验c

1.研究目的

探究实际得分高低对不同评价主体的评分满意度和公平性感知的影响。

2.研究假设

实际得分高分、中分与低分之间，被试对不同评价主体的评分满意度和公平性感知存在差异。具体表现为：当被评价者得分偏低时，“大学英语教师”的满意度和公平度感知要优于“AI评分系统”；但是，当被评价者得分偏高时，“AI评分系统”与“大学英语教师”的满意度和公平性感知并不存在差异。

3.研究方案

3.1参与者/被试

使用GPower3.1计算被试量，选择F检验，计算得到最小被试量为158。考虑到线上问卷回答质量波动较大，以10%的数据拒绝率计算，利用在线实验平台至少收集175名中国本土长大的、汉语为母语的18～55岁学历高中及以上的被试。

3.2研究设计

实验*c*在实验*a*的基础上增加实际得分高低这一因素，包括三个水平：低评分（2分、3分），中评分（4分、5分、6分、7分），高评分（8分、9分）。其余部分和实验*a*相同。

3.3工具及材料

同实验*a*。

3.4研究过程

在实验*a*的基础上，被试完成一道中译英的翻译题并提交后，“AI评分系统”或“大学英语教师”将随机给出2～9分的评分。评分后被试对不同评价主体的结果满意度和公平性感知进行评价。

4.1.4研究一实验*d*

1.研究目的

探究实际评分和期望得分的差异对结果满意度和公平性感知的影响。

2.研究假设

实际评分和期望得分的差值大小对评分结果满意度和公平性感知是否会因评价主体不同而存在差异。

3.研究方案

3.1参与者/被试

使用GPower3.1计算被试量，选择线性回归分析，计算得到最小被试量为68。考虑到线上问卷回答质量波动较大，以10%的数据拒绝率计算，利用在线实验平台至少收集75名中国本土长大的、汉语为母语的18～55岁学历高中及以上的被试。

3.2研究设计

实验*d*在实验*a*的基础上以评分者的实际得分与期望得分两者的差异作为自变量，其余部分和实验*a*相同。

3.3工具及材料

同实验*a*。

3.4研究过程

在实验*a*的基础上，被试在完成翻译任务后，对自己的答案进行自我评分。自评完成后，系统将会自动分配由“AI评分系统”或“大学英语教师”进行评分。外显态度感知部分和实验*a*相同。

4.1.5研究一实验e

1.研究目的

综合探究选择意愿、实际评分者和期望评分者是否一致、实际得分高低以及实际评分和期望得分的差异大小对得分评价和评价主体的满意度和公平性感知的影响。

2.研究假设

实际评分者和期望评分者是否一致、实际得分高低与否以及实际评分和期望得分的差异大小对得分评价和评价主体的满意度和公平性感知存在交互作用。

3.研究方案

3.1参与者/被试

使用GPower3.1计算被试量，选择线性回归分析，计算得到最小被试量为196名。考虑到线上问卷回答质量波动较大，以10%的数据拒绝率计算，利用在线实验平台收集216名中国本土长大的、汉语为母语的18～55岁学历高中及以上的被试。

3.2研究设计

实验*e*是将实验*a、b、c*和*d*中涉及的各个自变量进行综合考察其交互作用。

3.3工具及材料

同实验*a*。

3.4研究过程

被试在完成翻译任务后，对自己的答案进行自我评分。自评完成后，可选择自己期望的评分者是“AI评分系统”还是“大学英语教师”。意愿选择完成后，系统将会随机分配由“AI评分系统”或“大学英语教师”进行评分，分数范围落在2～9分之间。评分后被试对不同评价主体的结果满意度和公平性感知进行评价。

4.2 研究二：对AI评价的内隐和外显态度的研究

4.2.1研究二实验*a*

1.研究目的

①探究个体对于AI评分的内隐态度；②探究个体对AI评分与人类评分的内隐态度差异。

2.研究假设

①个体对于AI上位评分持有相对负面的内隐态度；②个体对于人类上位持有相对正面的内隐态度。

3.研究方案

3.1参与者/被试

使用GPower3.1计算被试量，选择配对样本*t*检验（双尾），dz = 0.5，*α* = 0.05，1-*β* = 0.8，计算得到最小被试量为34。考虑到线上问卷回答质量波动较大，以10%的数据拒绝率计算，利用在线实验平台至少收集40名中国本土长大的、汉语为母语的18～55岁学历高中及以上的被试。

3.2研究设计

该IAT研究有两个自变量，采用被试内设计。第一个自变量为概念图，包括两个水平：第一个是AI，第二个是人。第二个自变量为属性词，包括两个水平：第一个是点评词（“评分”），第二个是受评词（“受评”）。该研究的因变量为IAT效应。

3.3工具及材料

本研究通过在线问卷收集平台进行，以对AI评分的内隐态度为主题，为了让AI点评的行为更加真实，这里使用类人机器人的图片作为AI的概念词。IAT实验中呈现的刺激材料共有四种：人的图片、类人机器人图片、受评词、点评词（具体词表见附录），共包含相容和不相容两种情况，共包含7个实验组块，共计180个试次。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **表 1-1 IAT 实验序列** | | | | | | |
| **组别** | **任务性质** | **任务类型** | **试验次数** | **功能** | **左键对应项目** | **右键对应项目** |
| B1 | 相容 | 属性词分类 | 20 | 练习 | 点评 | 受评 |
| B2 | 人/AI图分类 | 20 | 练习 | 人 | AI |
| B3 | 联合分类 | 20 | 练习 | 人或点评 | AI或受评 |
| B4 | 联合分类 | 40 | 正式 | 人或点评 | AI或受评 |
| B5 | 不相容 | 人/AI图分类 | 20 | 练习 | AI | 人 |
| B6 | 联合分类 | 20 | 练习 | AI或点评 | 人或受评 |
| B7 | 联合分类 | 40 | 正式 | AI或点评 | 人或受评 |

3.4研究过程

具体过程如表1-1所示。通过在线问卷收集平台上发布问卷，被试被随机分为两组。实验中，一半的被试先进行相容任务，后进行不相容任务；另一半被试先进行不相容任务，后进行相容任务。

被试先进行练习，相容任务（或不相容任务）的练习共有两部分组成：（1）属性词（点评和受评）的分类任务；（2）概念图（人与AI）的分类任务。在进行相容任务练习时，首先进行概念词（点评与受评）的分类任务。此时，屏幕上方一左一右分别呈现一个属性词，左侧为“点评”，右侧为“受评”。而后在屏幕下方中央呈现一个词（如“评分”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。属性词分类任务结束后，进入概念图分类任务。同样，屏幕上方一左一右分别呈现一个类别词，左侧为“人”，右侧为“AI”，而后在屏幕中央呈现一个图（如一张亚洲人的照片），被试的任务时判定该图属于左侧类别（按“F”键）还是右侧类别（按“J”键）。在进行不相容任务的练习时，首先进行概念图（人与AI）的分类任务，屏幕上方一左一右分别呈现概念词，但与相容任务相反：左侧为“AI”，右侧为“人”。而后在屏幕下方中央呈现一张图（如“AI”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。概念图的分类任务结束后，进入属性词的分类任务。同样，屏幕上方一左一右分别呈现一个属性词，与相容任务一致：左侧为“点评”，右侧为“受评”。而后在屏幕中央呈现一个词（如“评分”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。

正式实验则要求被试对概念图和属性词进行联合反应。在相容任务条件下,屏幕上方一左一右分别呈现两个词，左侧为“人或点评"，右侧为“AI或受评”，而后在屏幕下方中央呈现一个词（如“评分”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）；在不相容任务条件下，同样，屏幕上方一左一右分别呈现两个词，左侧为“AI或点评”，右侧为“人或受评”，而后在屏幕下方中央呈现一个词（如“评分”），被试的任务时判定该词属于左侧类别（按“F”键）还是右侧类别（按“J”键）。

上述每一反应会持续到被试按键为止，反应时和正确率由计算机自动记录。参考过往研究，按错的试次额外增加500ms的反应时。数据处理时不删除任何数据。接下来对所有反应时数据进行对数转换，再对相容组（AI-受评）和不相容组（AI-点评）分别计算其平均反应时。最后，把不相容组的平均反应时减去相容组的平均反应时，这样，所得到的分数便为相对于AI-点评而言，把AI与受评相联的程度，即内隐态度对于AI应该被点评的强度。同理可以得到内隐态度对于人应该被点评的强度。

4.2.2研究二实验*b*

1.研究目的

探究个体对AI辅助人类教师（人类教师为主）和人类教师辅助AI（人工智能为主）两种评价方式的外显偏好程度。

2.研究假设

①个体对于AI辅助人类教师（人类教师为主）的评价方式有更多的选择偏好；②两种评价方式的评分满意度和公平性感知不存在差异。

3.研究方案

3.1参与者/被试

使用GPower3.1计算被试量，选择卡方检验，计算得到最小被试量为68。考虑到线上问卷回答质量波动较大，以10%的数据拒绝率计算，利用在线实验平台至少收集75名中国本土长大的、汉语为母语的18～55岁学历高中及以上的被试。

3.2研究设计

研究二实验*b*以评分者为组间变量，采用单因素完全随机设计。自变量包括评价者主体类型，分别为：“AI辅助人类教师（人类教师为主）评分系统”和“人类教师辅助AI（人工智能为主）评分系统”。其余部分和研究一实验*a*相同。

3.3工具及材料

同研究一实验*a*。

3.4研究过程

在研究一实验*a*的基础上，被试在完成翻译任务后，可选择自己期望的评分者是“AI辅助人类教师（人类教师为主）评分系统”或“人类教师辅助AI（人工智能为主）评分系统”。意愿选择完成后，系统将会被试意愿分配进行评分。外显态度感知部分和研究一实验*a*相同。

4.2.3研究二实验*c*

1.研究目的

探究个体对AI、教师与AI辅助人类教师三种评价方式的外显偏好程度以及对这三类评价主体的结果满意度和公平性感知。

2.研究假设

①个体对于AI辅助人类教师的评价方式有更多的选择偏好；②三种评价方式的评分满意度和公平性感知不存在差异。

3.研究方案

3.1参与者/被试

使用GPower3.1计算被试量，选择卡方检验，计算得到最小被试量为86。考虑到线上问卷回答质量波动较大，以10%的数据拒绝率计算，利用在线实验平台至少收集95名中国本土长大的、汉语为母语的18～55岁学历高中及以上的被试。

3.2研究设计

研究二实验*c*以评分者为组间变量。自变量包括三类评价者主体类型，分别为：“AI”、“人类教师”与“AI辅助人类教师”。其余部分和研究一实验*e*相同。

3.3工具及材料

同实验*a*。

3.4研究过程

在研究一实验*a*的基础上，被试在完成翻译任务后，可选择自己期望的评分者是“AI”、“人类教师”或“AI辅助人类教师”。意愿选择完成后，系统将会被试意愿分配进行评分。外显态度感知部分和研究一实验*e*相同。

4.3 研究三：个体人格特征对AI评价系统的影响

4.3.1研究三

1.研究目的

探究个体人格因素（开放性、责任心、外向性、宜人性和神经质）对评价结果和评价主体的满意度和公平性感知的影响。

2.研究假设

个体人格因素尤其是神经质和开放性得分高低对评价结果满意度和评价主体的公平性感知存在显著差异。

3.研究方案

3.1参与者/被试

使用GPower3.1计算被试量，选择多元回归分析，计算得到最小被试量为352。考虑到线上问卷回答质量波动较大，以10%的数据拒绝率计算，利用在线实验平台至少收集380名中国本土长大的、汉语为母语的18～55岁学历高中及以上的被试。

3.2研究设计

研究三是在研究一实验*e*的基础上增加了大五人格测验（开放性、责任心、外向性、宜人性和神经质）的前测。

3.3工具及材料

在研究一实验*e*的基础上增加大五人格因素测验前测。

4.4 研究四：情景因素对AI评价系统的影响

4.4.1研究四实验*a*

1.研究目的

探究个体所处的焦虑情景（焦虑唤起和缓解）是否对于不同评价主体的满意度和公平性感知存在影响。

2.研究假设

个体所处的不同焦虑情景会影响被试对不同评价主体的满意度和公平性感知。具体变现为：焦虑唤起组的被试，相较于焦虑缓解组，更有可能选择人类教师进行评价；同时，焦虑唤起组在评价结果的满意度和公平性感知上，人类教师要优于AI；焦虑缓解组和对照组则不存在差异。

3.研究方案

3.1参与者/被试

使用GPower3.1计算被试量，选择F检验，计算得到最小被试量为216。考虑到线上问卷回答质量波动较大，以10%的数据拒绝率计算，利用在线实验平台至少收集240名中国本土长大的、汉语为母语的18～35岁学历高中及以上的被试。

3.2研究设计

研究四实验*a*通过操作情景因素以改变被试的焦虑水平。该研究共有两个自变量，第一个是评分者，包含两个水平：AI评分和教师评分。第二个自变量是情景因素，包含3个水平：对照组、焦虑唤起组和焦虑缓解组。以这两个自变量为组间变量，采用双因素完全随机设计。因变量有三个，分别是AI的选择比例，以及对评分结果和评价主体的满意度与公平性感知。

3.3工具及材料

本研究在研究一实验*e*的基础上，增加了唤起或缓解状态焦虑的操作。多项研究指出，舒缓音乐和自然声音都可以帮助缓解焦虑和压力（Saadatmand et al., 2013; Aghaie et al., 2014），这里采用自然白噪音作为缓解被试状态焦虑的背景音乐。

3.4研究过程

通过在线实验收集平台上发布问卷，被试会被随机分为3组，即对照组、焦虑缓解组和焦虑唤起组。对照组的实验流程与研究一实验*e*完全相同，而焦虑缓解组则在完成中译英任务之后，获知最终评分结果前，会播放5分钟的自然白噪音，白噪音结束后继续评价任务；焦虑唤起组组则在完成中译英任务之后，获知最终评分结果前，需要完成一个5分钟的快速反应时任务，要求被试以极快的速度做出反应，如果不做反应或做出反应错误，则会有红色报警。以激发被试的焦虑水平，反应时结束后继续相应任务。

4.4.2研究四实验*b*

1.研究目的

探究他人评价对被试选择意愿的影响，以及对结果满意度和公平性感知的影响。

2.研究假设

当受到身边他人对于评分主体（AI或教师）的不同评价（积极评价或消极评价）时，被试对AI和教师的选择偏好可能会受影响，对于评价结果满意度和公平度感知也会因此存在差异。具体表现为：当个体接收到对某一评分者的积极评价时，其会对该评分者产生更多的选择偏好，并对结果有更高的满意度和公平性感知，反之，则会产生更少的选择偏好与更低的满意度和公平性感知；此外，考虑到可能存在的内隐偏见，他人评价与不同评分主体间可能存在交互作用，消极评价可能对AI（相较于人类教师）产生更多不利的影响。

3.研究方案

3.1参与者/被试

使用GPower3.1计算被试量，选择F检验，计算得到最小被试量为252。考虑到线上问卷回答质量波动较大，以10%的数据拒绝率计算，利用在线实验平台至少收集280名中国本土长大的、汉语为母语的18～35岁学历高中及以上的被试。

3.2研究设计

研究包含两个自变量，第一个是评分者，包含两个水平：AI评分与教师评分；第二个自变量是社会评价的内容，包括两个水平：积极评价与消极评价。以这两个自变量为组间变量，采用双因素完全随机设计。因变量有三个，分别是AI的选择比例，以及对评分结果和评价主体的满意度与公平性感知。

3.3工具及材料

在研究1实验*e*的基础上进行了修改，同时加入了社会评价变量，通过设置一定数量的“假被试”来实现。考虑到任务类型与实际情况的特点，初步选用三名“假被试”，通过较为情绪化（如惊喜、愤怒）的语句和对话，传达对某一评分主体的积极或消极评价。

3.4 研究过程

研究采用线下实验的方式，被试三人一组，先在实验室外等候，此时，三位“假被试”假装刚刚进行完实验，在离开时进行谈论，形成对某一评分主体的评价。根据被试听到谈论内容和对象，可分为四组，分别是：AI积极评价组，AI消极评价组，教师积极评价组，教师消极评价组。随后，被试进行中译英任务及后续的选择和感知评价，其流程与研究1实验*e*保持一致。

# 5．项目创新之处

本项目在多个方面展现了研究创新性，主要体现在以下几个方面：

（1）跨学科研究方法的应用

本项目采用跨学科的研究方法，结合心理学、教育学和人工智能技术，深入探讨AI评分系统与传统教师评分在教育评价领域的应用及其影响。这种跨学科的方法不仅能够深入分析评价过程中的人机互动问题，还能够综合考虑评价感知的心理学和社会文化因素，为教育评价领域提供新的研究视角和方法论。

（2）评价感知的内隐与外显差异研究

本项目通过设定高度自我卷入的评价场景，真实地且深入地探究被评价者对AI与教师评分的外显感知差异。同时，进一步比较了被评价者内隐态度的差异，这在现有研究中较为罕见。通过结合外显感知和内隐态度的双重分析，本项目能够更全面地理解不同评价系统对被评价者的影响，提供了评价公平性和满意度感知研究的新视角。

（3）个体与环境因素的综合分析

本项目不仅关注评价结果的感知差异，还考虑了个体人格特征和情景因素如何影响这些感知。通过这种综合分析，本项目能够揭示不同个体和情景下评价感知的变化规律，从而为设计更为个性化和适应性强的评价系统提供理论支持和实践指导。

（4）促进AI在教育评价领域的应用研究

本项目通过探索AI评分系统在教育评价中的应用及其影响，推动了AI技术在教育评价领域的应用研究。这不仅为AI技术未来在教育领域的进一步应用提供了理论和实证基础，还为未来教育技术的发展开辟了新的路径，助力教育评价的技术革新。

（5）强调教育评价系统设计的人文关怀

本项目强调在教育评价系统设计中融入人文关怀，重视被评价者的心理感受和需求。通过深入分析评价感知的差异及其影响因素，本项目为构建更加公平、透明且有利于学习者发展的评价系统提供了新的思路。这种以人为本的设计理念体现了对教育公平性和学习者体验的高度关注。

总体而言，本项目的创新之处在于其跨学科的研究方法、对评价感知差异的深入探讨、对个体与环境因素的综合分析以及在教育评价中对人文关怀的高度重视。这些创新为AI评分系统在教育评价领域的应用和发展提供了新的视角和深入的理解。

# 6．工作基础与工作条件

已具备的实验条件

**（1）实验环境**：浙江大学工业心理学国家专业实验室提供了一流的实验环境，包括先进的实验室设施和丰富的研究资源。实验室设有专门的实验区域，能够进行复杂的心理学实验和数据分析。

**（2）实验设备**：实验室配备了多种高端科研设备，如脑电波(EEG)记录仪、眼动追踪器、生理信号测量设备等，能够满足认知与脑研究、人因工程分析等领域的实验需求。

**（3）研究资源**：实验室拥有庞大的心理学文献数据库和心理行为大数据资源，便于开展基于数据的研究工作。

**（4）人才支持**：实验室汇聚了国内外一流的心理学、人工智能领域的专家学者，如长江学者沈模卫教授、青年长江学者周吉帆教授，他们为本研究提供了强大的学术支持和合作平台。

**（5）科研基金**：实验室在多年发展中积累了丰富的科研项目经验，获得了国家、省部级等多级科研基金支持，为项目的研究提供了稳定的资金保障。

尚缺少的实验条件

**（1）特定AI软硬件资源**：尽管实验室设备齐全，但针对本项目的特定需求，可能需要进一步引进最新的AI评分系统软硬件资源，以及相关的开发和测试工具。

**（2）跨学科合作平台**：本项目需要心理学、教育学与人工智能等多学科的紧密合作，目前可能还需要进一步构建和完善跨学科合作的机制和平台。

拟解决的途径

**（1）科研基金申请**：通过国家、省部级等科研基金申请，为购置特定AI软硬件资源和开发工具提供资金支持。

**（2）建设合作网络**：利用浙江大学及工业心理学国家专业实验室的资源优势，积极构建与国内外高校、研究机构的合作关系，特别是在人工智能领域，以获取最新的技术支持和共享资源。

**（3）依托重点学科**：通过依托浙江大学的重点与优势学科，如人工智能、心理学等，集聚学科交叉的研究力量和创新思维，推动项目的研究工作。

**（4）利用国家、省部级重点实验室**：积极与国家、省部级重点实验室建立合作关系，借助其先进的研究平台和丰富的科研资源，共同推进项目的研究工作。

通过上述途径，可以有效补充和完善项目所需的实验条件，为实现项目目标提供有力的支持。

本项目预期将达到以下研究结果：

# 7．预期研究结果

（1）AI评分系统与传统教师评分的比较分析

**定量数据分析**：通过实证研究，收集并分析AI评分系统与传统教师评分在准确性、一致性和公平性等方面的表现数据，提供定量的比较结果，以评估两种评分方式的差异。

**定性感知差异**：深入探讨学生和教师对于AI评分和人工评分的感知差异，包括满意度、接受度、信任度等维度上的差异，以便更好地理解两者在外显感知与内隐态度方面的差异。

（2）评价感知差异的影响因素分析

**个体因素**：揭示个体差异（如大五人格特征、个体焦虑特质等）如何影响对AI评分系统的感知和接受度，明确个体差异对评价系统使用效果的作用。

**环境因素**：分析外部环境（如焦虑情景、他人评价等）对评价系统感知差异的影响，探讨如何通过环境调整来改善被评价者对评价过程的体验与接受度。

（3）优化教育评价模型的构建

**综合评价模型**：基于研究结果，构建一个融合AI和教师评分优势、同时考虑个体与环境因素的教育评价模型，提升评价的公平性、准确性和学生的学习体验。

**策略与实践建议**：提出针对不同教学场景如何有效实施AI评分系统的策略和建议，包括技术应用、教师培训、学生引导等方面的具体措施，以确保AI评分的有效性与可操作性。

（4）理论与实践的贡献

**理论贡献**：通过跨学科研究，丰富并深化心理学、教育学和人工智能领域对教育评价的理解，尤其是在评价感知和技术接受度方面，进一步完善相关的理论框架。

**实践指导**：研究成果将为教育机构实施和优化AI评分系统提供科学依据和操作指南，助力提升教育评价质量和效率，同时促进学生的公平、全面发展。

（5）政策建议与未来展望

**教育政策建议**：基于研究结果，向教育相关政策制定者提供关于AI在教育评价中应用的政策建议，涵盖技术规范、伦理指引以及监管框架，确保AI技术合理并安全的使用。

**未来研究方向**：鉴于本研究的局限性，为未来研究者指出潜在的研究路径与方法，探索更广泛的教育评价领域中的科技应用。

通过这些预期成果，本项目旨在为教育评价领域的科技应用提供理论和实践的支持，推动教育评价向着更加科学、合理和人性化的方向发展。
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