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Una de las fuentes de lenguaje auténtico que se prestan a estudios empíricos del lenguaje es un corpus. La disponibilidad de grandes cantidades de texto espontáneo en formato digital abre las puertas para análisis a gran escala, lo que implica mayor riqueza de información pero también la necesidad de técnicas estadísticas avanzadas para procesar esta información. A su vez, existe una brecha entre los aspectos observacionales que una computadora puede extraer y manipular y los aspectos conceptuales: la interpretación que le atribuimos a los fenómenos lingüísticos. Esta brecha es particularmente clara en el caso de la semántica léxica: la búsqueda y descripción del *significado* de ítems léxicos. En tanto una máquina no puede *entender* el lenguaje de la misma manera que los humanos, ¿cómo podemos aprovechar sus habilidades computacionales y de identificación de patrones para agilizar nuestros análisis semánticos?

En el marco de un [proyecto](https://www.arts.kuleuven.be/ling/qlvl/projects/current/nephological-semantics) dedicado al desarrollo de herramientas para estudios semánticos con métodos distribucionales (Heylen et al., 2015, 2012; Lenci, 2018), esta presentación es la síntesis de una tesis doctoral (Montes, 2021) que examina la aplicabilidad de espacios vectoriales al estudio de la estructura polisémica de ítems léxicos.

Concretamente, extraemos información distribucional de un corpus (frecuencias) para representar las ocurrencias de distintos ítems léxicos, de forma tal que ocurrencias similares (idealmente, instancias de sentido equivalente) son proyectadas como puntos cercanos en un gráfico. Por ejemplo, el verbo neerlandés *huldigen* puede significar ‘rendir homenaje’ o ‘sostener (una opinión)’ dependiendo del objeto directo. La pregunta es: ¿podemos extraer información de un corpus de forma tal que, automáticamente, obtengamos grupos separados de ocurrencias que corresponden a los distintos sentidos? De no ser así, ¿qué información sí puede ser extraída de un corpus, y cómo nos puede ayudar en la descripción semántica de ítems léxicos?

En esta charla presentaré (1) la técnica de modelos vectoriales de nivel de caso (Heylen et al., 2015; Schütze, 1998), (2) la visualización interactiva desarrollada dentro del equipo de investigación para explorar los resultados (Montes & Heylen, 2022; Montes & Wielfaert, 2021) y (3) las conclusiones más importantes.

A través de un estudio exhaustivo de 32 sustantivos, verbos y adjetivos en neerlandés, mostraré cómo estos métodos logran capturar patrones colocacionales, pero que la medida en que éstos caracterizan un sentido en términos definicionales depende del comportamiento distribucional específico de cada palabra.
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