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# Introduction

In literature review section, we will briefly discuss the related work in this field, and method I choose or considered to complete the task. In method section, I will provide in-depth discussion.

# Literature Review

Defect detection for EL images is active topic in recent years. There are several different methods proposed to solve this problem.

## Traditional Machine Learning

Traditional machine learning method is used to solve this problem. Generally, it can be described as following steps: pre-processing image for better feature extraction, feature extraction and selection, and then use a classifier to classify defect and non-defect. Sergiu [1] follows the tradition method, tested with different feature extraction method, and use SVM and CNN as classifier. Another very interesting approach proposed by Tsai [2] uses ICA to extract the basis image, and then calculate similarity between testing image and basis image. This method can only detect defect/non-defect but cannot find percentage defect. I also included this method in the code, so I can give a taste of different approaches.

When dealing with datasets, class-imbalanced problem is significant. SVM on the other hand is very sensitive to noises. Chapter 5 of He [3] gives a very good overview of how to deal with class-imbalanced problem. Imbalance problem in SVM causing decision boundary biased toward the majority class, eg. more testing sample will be classified as majority class. To solve this problem, this book [3] provided several methods such as, uses different sampling method (up sampling, and down sampling), apply class ratio to parameter C (Different error cost), that is use different C to different classes. Rehan Akbani [4] also proposed several methods to solve this problem, such as use SMOTE method for up sampling, and use different error cost to enhance the performance. Other methods are also considered, for example, kernel modification methods. This method uses class boundary alignment (CBA) to enlarge more of the class boundary around the minority class, that is, the distance of “surrounded area” are increased for minority class, that will push the decision boundary towards majority class.

Features extraction is also very important for this problem. In this project, I examined several different features extraction method. SIFT, SURF, ORB and KAZE are most common descriptors used in computer vision. Shaharyar [5] compared all methods mentioned above in different aspects, and result shows that SIFT are found to be most accurate algorithm on average. Sergiu [1] further compared SIFT and SURF, and the result shows SIFT perform well on this dataset.

Once the feature descriptors are obtained, next step is to form feature vectors. One can simply uses descriptor as feature vector by concatenate all descriptor together, however, the constraints would be different images can generate different amount of feature vectors. Most common approach would be using bag of virtual words. Gabriella’s [6] Journal article provide comprehensive conclusion using this method, and in this paper SIFT method was also used. Other methods to form feature vectors include Feature Pyramid [7], Spatial Pyramid Matching [8] are considered but not used in this project.

## Deep Learning

# Methods

In this section, we will discuss different methods used for this project. Two machine learning methods are proposed, ICA method and SVM classifier.

## ICA methods

The first method I use is following Tsai's reconstruction method [2].

### Data Preprocessing

### From some basis data analysis, EL image has randomly shaped dark regions in the background, these regions are not considered as defect. Defects are dark line shape or bar shape regions. The purpose of preprocessing is these randomly shaped region can be removed, meanwhile, we also need to retain the line-shape or bar-shape defects.

### Tsai proposed to use morphological smoothing. Morphological are used for contrast-enhancement, texture description, edge detection and thresholding. We only use morphological smoothing, it contains two basic method erosion and dilation. Erosion assigns each pixel the minimum value found over the neighborhood of the structuring element, and dilation does exactly the opposite. Dilation will assign each pixel the maximum value found in structuring elements. In this project, three structuring elements are designed and compared. Since I want to remove the random noise in the background but keep the crack line or bar, the length of structuring elements should longer than most random shaped regions but shorter than the cracks. This number is proposed as 13 in original paper, but the image in original paper is shaped 206x206. Our project has image size of 300 x 300, so I linearly increase the length. Empirically, this number is given as 17 gives optimal results. Although cracks can be in all directions, but it’s not possible to cover all directions. Three directions are used 45-degree, 135 degree and 90 degrees. They are two diagonals in 17x17 matrix, and vertical vector. 0 degree is purposely not used. Since part of image contains 2 horizontal lines, but not others, it can be easily considered as cracks, so these two lines should be removed. If 0-degree structure elements are preserved, then it will be still as it is in the image.

### For each pixel in the image, we select the SE with minimum accumulated gray levels (sum of intensity within each SEs). The smallest direction will be selected as morphological dilation smoothing. Quote from original paper: "If -SE contains all defect points, the dilated value will be still small for a dark region. Otherwise, the dilated value will be large for a bright region in the background [2].” Then, dilation will select the highest value in the SE, and replace original pixel. This preprocessing method is very efficiency to remove the background noise and retain the defect.

### Image reconstruction

Tsai believe that the test image can be reconstructed by linear combination of basis images. This idea came from ICA decomposition. ICA can separate noise from observed signal, where is observed signal, is the de-mixing matrix, and is the estimation of source signal. maximize the negentropy for each independent component. If the images are “perfect” images plus random noise, then we can derive defects from basis images. Here, we make assumption that “random shape dark region” are independent and random. Once we obtain the original “perfect” image (basis image) without any random shade, then we can either use this to extract feature vector or reconstruct the image by representing test image as a linear combination of the learned basis image. Original paper tried both method, reconstruction method has better accuracy, so we only use reconstruction method.

Each test image can be represented by a coefficient vector and basis image, eg: , b can be found by b , where is pseudo-inverse of U. Coefficient vector can also use as feature vector for other classifier. Reconstruction method uses this coefficient vector to reconstruct test image y. Once images are reconstructed, simply calculate the different between reconstructed image and test image, if the error is greater than a pre-defined threshold, then we consider this image as defect, otherwise it considered as non-defect.

Threshold are calculated as follow.

The basis images are set of non-defect images from the dataset ("0%" being defect). If the test sample contains defects, then it is expected that the error should be large. The determination of defect is then based on a pre-defined threshold. If error is greater than this threshold, then the test images are considered as defect. My original idea is to set 3 different thresholds to classify different type of defect, but this later prove to be not a effective method. To derive this basis images, we can use FastICA. In our case, U is the basis images. All test images can be reconstructed by

where b is the coefficient vector of linear combination. can be obtained from

is pseudo-inverse of Since we can reconstruct the test image, we can rewrite this function to following equation:

With above equation, we don't have to calculate ICA for each test image, and we can just use original defect-free dataset to reconstruct the test image. Threshold can be determined by using same method. I spited non-defect dataset into 5 folds, and use 4 folds as , and remaining one-fold to calculate the mean error. Errors are calculated as following:

C is used as a regularization term. Now we can calculate the mean error for each test images and use this error to classify images.

## SVM method
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## VGG Method

To fit the model, all images were converted into tensor and normalized. Normalization is done by subtracting the mean of the image and dividing it by its standard deviation, which helps to speed up the convergence of the model training and improves its performance.

We implemented the VGG11 model using the PyTorch framework. During training, the cross-entropy loss function and Adam optimizer were used. The split ratio between the training and test sets is 75% and 25%. To address the problem of category imbalance, we adopted an oversampling technique (SMOTE) to increase the number of samples from a few categories.

During model training, we tuned several hyper-parameters such as learning rate and batch size to obtain optimal training results. We also implemented an early-stop strategy to prevent overfitting, stopping training when the performance on the validation set no longer improves.

# Experimental Results

Our model performs well on the test set with a high level of accuracy (The average accuracy can be as high as 87%). Specifically, the model has a balanced performance in classifying solar panels with different damage levels, proving its effectiveness in handling such image tasks.

The results of the confusion matrix show that the model is particularly effective in distinguishing between undamaged and fully damaged solar panels. However, the model's performance in recognizing moderately damaged (e.g., 33% and 67% damaged) solar panels needs to be improved. This suggests that the model may need further optimization when dealing with more subtle damage features.

We also utilized graphs to demonstrate the performance of the model, including the curves of the accuracy and loss function changes. These visualization tools help us better understand performance of the model.

# Discussion
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# conclusion

In this project, we found that the performance of the VGG11 model is limited by the number of samples in the dataset. Although we used oversampling techniques such as Synthetic Minority Oversampling Technique (SMOTE) to increase the number of samples in a few categories, the overall sample size is still low, especially for solar panels with some specific damage levels such as slight or moderate damage. This leads to limitations in the model's ability to learn and generalize over these specific classes.

Since deep learning models, especially complex models like VGG11, rely on a large amount of data to learn rich and complex features, the lack of sample size may result in the model not being adequately trained, which in turn affects its performance in real-world applications. In our case, this may be the main reason for the model's poor recognition accuracy on certain damage categories.

In addition, due to the limitation of the amount of data, the model may be overfitted to the training data during the training process and perform poorly on unseen new data. This overfitting is more common in deep learning projects, especially when the available data is limited. However, the use of Convolutional Neural Networks (CNNs) such as VGG11 still demonstrate superior performance compared to traditional image processing and machine learning methods. The advantage of CNNs is their ability to automatically learn complex features from the data, which often requires manual design and tuning in traditional methods.

Despite the challenge of insufficient sample size, the VGG11 model is still able to identify different levels of solar panel damage. This demonstrates that even under limited data conditions, the deep learning capability of CNNs can provide more accurate classification performance than traditional methods. CNN shows its unique advantage in capturing and processing subtle features in images.
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