[t-SNE] Computed conditional probabilities for sample 1000 / 1355

[t-SNE] Computed conditional probabilities for sample 1355 / 1355

[t-SNE] Mean sigma: 0.897341

[t-SNE] Iteration 25: error = 943.1458594, gradient norm = 1.5792023

[t-SNE] Iteration 50: error = 939.4520103, gradient norm = 1.4126970

[t-SNE] Iteration 75: error = 958.3327794, gradient norm = 1.2585980

[t-SNE] Iteration 100: error = 952.2366560, gradient norm = 1.1995729

[t-SNE] KL divergence after 100 iterations with early exaggeration: 952.236656

[t-SNE] Iteration 125: error = 4.3948485, gradient norm = 0.0083202

[t-SNE] Iteration 150: error = 4.2084955, gradient norm = 0.0078282

[t-SNE] Iteration 175: error = 4.1577934, gradient norm = 0.0075976

[t-SNE] Iteration 200: error = 4.1440089, gradient norm = 0.0075411

[t-SNE] Iteration 225: error = 4.1402083, gradient norm = 0.0075256

[t-SNE] Iteration 250: error = 4.1391559, gradient norm = 0.0075217

[t-SNE] Iteration 275: error = 4.1388642, gradient norm = 0.0075207

[t-SNE] Iteration 300: error = 4.1387832, gradient norm = 0.0075204

[t-SNE] Iteration 325: error = 4.1387608, gradient norm = 0.0075203

[t-SNE] Iteration 350: error = 4.1387546, gradient norm = 0.0075203

[t-SNE] Iteration 375: error = 4.1387528, gradient norm = 0.0075203

[t-SNE] Iteration 400: error = 4.1387524, gradient norm = 0.0075203

[t-SNE] Iteration 425: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 450: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 475: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 500: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 525: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 550: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 575: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 600: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 625: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 650: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 675: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 700: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 725: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 750: error = 4.1387522, gradient norm = 0.0075203

[t-SNE] Iteration 750: error difference 0.000000. Finished.

[t-SNE] Error after 750 iterations: 952.236656
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