
FUTURE OF MPI RMA: IF IT’S NOT BAROQUE DON’T FIX IT
TORSTEN HOEFLER, KEITH UNDERWOOD, JEFF HAMMOND, AND BILL GROPP

MODERATOR: JAMES DINAN



INTRODUCING OUR PANELISTS
Jeff Hammond, Bill Gropp, Torsten Hoefler, and Keith Underwood



BAROQUE
Highly ornate and extravagant in style

Credit: Disney’s Beauty and the Beast
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PANELISTS, PLEASE HELP US SORT OUT …

1. What usage models should drive RMA?

2. What aspects of system architecture will drive 
the future of MPI RMA?
§ How can we strike the right balance between 

portability and performance?

3. What new “killer features” should we add?

4. Do we start from scratch or from MPI 4.0?



Panelists’ Slides
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MPI-RMA history and future

- Very elegant interface focused on algorithms
- Designed for message-centric hardware 

- Not what we had ten years later

The good (very) old MPI-2 days (1997)
- Observation: suboptimal  performance of MPI-2 RMA
- Adopted to hardware at the time™

- RDMA transports
- Added limited atomics 

The good (also) old MPI-3 days (2012)

- Observation: suboptimal performance for some tasks
- Bill Gropp: “sequence of atomics” and many more

- Are we back at square one?
- Repeat: “It was a good idea at the time”™

Another 10 years later (today!)

Established Principles for Compute Acceleration

4.0
Generalization

Revolutionizes 
Acceleration

Where do we stand in Network Acceleration?

eBPF

Generalization

Data Acceleration

- Smart NICs are ubiquitous – simple computations
- RMA is a baby step towards network acceleration

- Needs an MPI-like standard specification
- sPIN is one possible proposal

The next era: Smart NICs and In-network Compute!
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- Smart NICs are ubiquitous – simple computations
- RMA is a baby step towards network acceleration

- Needs an MPI-like standard specification
- sPIN is one possible proposal

The next era: Smart NICs and In-network Compute!

MPI-RMA history and future – find all the details online on YouTube!

- Very elegant interface focused on algorithms
- Designed for message-centric hardware 

- Not what we had ten years later

The good old MPI-2 days (1997)
- Observation: suboptimal  performance of MPI-2 RMA
- Adopted to hardware at the time™

- RDMA transports
- Added limited atomics 

The good (also) old MPI-3 days (2012)

- Observation: suboptimal performance for some tasks
- Bill Gropp: “sequence of atomics” and many more

- Are we back at square one?
- Repeat: “It was a good idea at the time”™

Another 10 years later (today!)

Established Principles for Compute Acceleration

4.0
Generalization

Revolutionizes 
Acceleration

Where do we stand in Network Acceleration?

eBPF

Generalization

Data Acceleration

https://www.youtube.com/watch?v=t6jdjnnIRZs

https://www.youtube.com/watch?v=Jfn8LusAR1I

https://www.youtube.com/watch?v=t6jdjnnIRZs
https://www.youtube.com/watch?v=Jfn8LusAR1I


Successes and Failures of MPI-3 RMA

•Outcome: OpenSHMEM became an active standard development 
activity

Motivation: offer a path to 
bring “PGAS” capabilities to 

more users

•Failure: Interface was still too complicated to attract SHMEM users
Success: added more 
“SHMEM-like” RMA 

capabilities

•Failure: But nobody did enough of the implementation work
•Because there weren’t any customers using it
•Nobody wanted to solve the chicken and egg problem

Success: new capabilities could 
exploit “fast PGAS hardware”

A Modest Proposal



Questions for the Panel



WHAT USAGE MODELS SHOULD DRIVE RMA?



WHAT ASPECTS OF SYSTEM ARCHITECTURE WILL DRIVE MPI RMA?
And why is it accelerator-initiated communication?



HOW DO WE STRIKE THE RIGHT BALANCE BETWEEN ENABLING
PERFORMANCE AND PROVIDING PORTABILITY?



WHAT NEW FEATURES ARE NEEDED IN RMA?



DO WE START OVER FROM SCRATCH?
~Baroque → ~Fix, Baroque → Fix ?



Thank You!

• Panelists:
• Torsten Hoefler
• Keith Underwood
• Jeff Hammond
• Bill Gropp (Keynote Speaker)

• Workshop organizers:
• Joseph Schuchart
• Bill Gropp
• Jim Dinan

• Speakers and attendees



The Discussion Continues …

MPI RMA Working Group:
• Biweekly meetings
• Thursdays 10:00 am – 11:00pm CT

https://github.com/mpiwg-rma/rma-issues

https://github.com/mpiwg-rma/rma-issues/wiki



