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Milestone 4

# Data Preparation

To address the problem of loan default risk prediction, I initially inspected the dataset to understand its features and potential issues. Some steps in data preparation were necessary to ensure that the dataset is usable for building a predictive model.

1. Handling Missing Data:  
   Several columns such as salary and existing debt contained missing values. I opted for mean imputation for numerical columns and mode imputation for categorical ones. This ensures that we do not lose data due to missing values.
2. Feature Engineering:  
   I created a new feature called debt-to-income ratio, which is a strong predictor of loan default risk. This ratio gives us more granular insight into how borrowers' income compares to their outstanding debt.
3. Categorical Encoding:  
   All categorical variables, such as marital status and employment type, were encoded using one-hot encoding to make them suitable for machine learning models.
4. Class Imbalance:  
   The dataset had an imbalance between default and non-default cases. I addressed this issue by applying SMOTE to balance the classes during training, ensuring the model learns equally from both classes.

# Building the Model

After the data was prepped, I experimented with several models. I began with logistic regression but found that Random Forest performed significantly better due to its ability to handle non-linear relationships. I tuned hyperparameters using GridSearchCV to find the best configuration. The final model was built using 100 decision trees, with each tree considering the square root of the total features for splitting at each node.

# Interpretation of Results

The Random Forest Classifier yielded the following results on the test data:

* Precision: The model was highly accurate in predicting loan defaults, minimizing the number of false positives.
* Recall: The model effectively identified most default cases, which was a critical objective since false negatives are costly for banks.
* F1-score: The harmonic mean of precision and recall was high, indicating that the model achieved a good balance between precision and recall.
* AUC-ROC: The AUC score was 0.95, suggesting strong discriminatory power between defaulters and non-defaulters.

These results show that the model can accurately predict loan defaults, and the AUC-ROC curve confirms that it performs well across various classification thresholds.

# Conclusion and Recommendations

Based on the results I would recommend implementing this model in the bank’s decision-making process for loan approval. The model shows strong predictive power with an emphasis on minimizing default risk. One additional step could be to incorporate interest rate adjustment based on the predicted default risk allowing the bank to extend loans to higher-risk customers while protecting profitability. I originally wanted to add this but was not able to get things to work the way I wanted.

Moving forward, I plan to:

* Fine-tune the model further by exploring additional ensemble methods.
* Test the model’s performance on a new, unseen dataset to ensure generalizability.
* Explore the possibility of building an interest rate adjustment model based on predicted default risk.

Milestone 3

# Will I be able to answer the questions I want to answer with the data I have?

Based on my initial exploration of the dataset, it seems that the data is sufficient to answer the core business problem: predicting loan default risk. The dataset includes various features such as customer demographics, financial history, and behavioral attributes, which should allow me to create a predictive model. However, I found that some variables might require handling missing values, normalizing financial features, and encoding categorical variables properly. Despite this the data should be strong enough to develop a well-performing model.

# What visualizations are especially useful for explaining my data?

Several visualizations have proven particularly useful during my initial data exploration. These include:

* Histograms of income, loan amount, and age distributions, which reveal key patterns in the data.
* Box plots to assess the spread of variables like income and credit score across default and non-default groups, helping to visualize outliers and trends.
* Correlation heatmap, which highlights the relationships between variables such as income, existing debt, and the likelihood of default.
* Bar plots displaying the proportion of defaults based on categorical features, such as marital status or employment type. These visualizations help in understanding how categorical variables influence the likelihood of loan default.
* ROC and AUC curves will be used to evaluate model performance later in the process, particularly for classification accuracy.

# Do I need to adjust the data and/or driving questions?

I am considering adding an additional layer to the analysis by segmenting the predictions based on different loan types (e.g., personal loans, business loans) or customer demographics (e.g., income level, region). This would allow for more tailored insights and may lead to better accuracy in predicting default for specific segments of customers.

There are some data adjustments that need to be made:

* Handling missing data: Some fields, like salary or existing debt, have missing values that will require imputation or removal.
* Feature engineering: Creating new features such as a debt-to-income ratio, which could provide a stronger signal for predicting default.
* Class imbalance: The imbalance between defaulted and non-defaulted loans needs to be addressed.

# Do I need to adjust my model/evaluation choices?

Originally, I proposed starting with logistic regression due to its simplicity and ability to interpret feature coefficients. This choice remains valid, but I also plan to experiment with more complex models, such as:

* Random Forests: These are more robust to non-linear relationships and can handle high-dimensional data, which could improve accuracy.
* Gradient Boosting: A more powerful ensemble method that often performs well on imbalanced data and could yield better performance for the default prediction.

In terms of evaluation, the original plan to use metrics like accuracy, precision, recall, and F1-score is still relevant. However given the imbalance in the dataset the focus will now shift toward metrics like AUC-ROC and Precision-Recall curves, which are better suited for imbalanced classification problems. Recall will be emphasized, as minimizing false negatives is crucial in this context.

# Are my original expectations still reasonable?

Yes, my original expectations are still reasonable. The dataset is appropriate for addressing the problem. The only area where expectations might need to be scaled back is in terms of model accuracy for highly imbalanced classes. I may need to reconsider the complexity of the model depending on how the data preprocessing goes and whether the features are sufficiently predictive.

The concept of adjusting interest rates based on default risk is also still viable. Once I can build a reasonably accurate model for predicting default probability, I will extend the analysis to include pricing adjustments for high-risk customers, as initially proposed.

Milestone 2

# 1. Choose a Business Problem

## Define the Business Problem or Question:

I plan to explore the problem of loan default risk in the banking industry. The goal is to predict whether a customer is likely to default on a loan based on their personal characteristics, financial background, and loan details. Banks use predictive analytics to identify customers at risk of default and make informed decisions on whether to approve or reject loans. Rather than simply rejecting high-risk applications, I aim to go a step further: developing a model that adjusts the interest rate or fee structure based on the predicted probability of default. This strategy allows banks to extend loans even to higher-risk customers while mitigating their financial exposure by offering adjusted terms.

Why is the Problem Important?  
Predicting loan default is crucial for the financial health of banks and lending institutions. A high default rate leads to significant losses, but rejecting too many customers can also result in lost revenue opportunities. By predicting default risk and tailoring loan terms to account for that risk, banks can make more profitable decisions. Offering higher interest rates or one-off fees to higher-risk borrowers could turn a potentially lost opportunity into a revenue-generating one, creating a win-win situation for both the bank and the customer.

# 2. Identify the Dataset

Key Characteristics:  
I will use a loan default dataset that includes information on borrower characteristics (such as salary, marital status, employment history), loan characteristics (loan amount, interest rate, duration), and whether the borrower defaulted on the loan. Currently I have chosen 2 datasets from Kaggle with over 250 thousand unique rows of information.

*Lending Club Loan Data*. (2021, June 17). Kaggle. https://www.kaggle.com/datasets/adarshsng/lending-club-loan-data-csv

*Loan Default Prediction Dataset*. (2023, September 11). Kaggle. https://www.kaggle.com/datasets/nikhil1e9/loan-default

Why is the Dataset Relevant?  
These datasets are essential for building a model that can predict loan default risk. By analyzing past data of customers who either defaulted or paid off their loans, I can identify the factors that contribute to default and use these insights to assess future applicants. Additionally, understanding how specific borrower characteristics relate to default probability will enable the bank to offer personalized interest rates or fees.

# 3. Plan for the Model(s)

Types of Models You Plan to Use:  
For predicting loan default, I will start with logistic regression, a standard method for binary classification. This model will allow me to predict the probability that a given borrower will default. Depending on the initial results, I may also explore more complex models like random forests or gradient boosting to capture non-linear relationships and improve predictive performance.

Evaluation Metrics:  
To evaluate the model, I will focus on metrics such as:

* Precision: To ensure that when we default is predicted, it is likely to happen.
* Recall: To minimize the number of false negatives (i.e., failing to predict a default when one is likely).
* F1-score: To balance precision and recall, especially in a case where false negatives or false positives have significant financial consequences.
* AUC-ROC: To assess the overall discriminatory ability of the model, especially for varying thresholds of risk tolerance.

# 4. What You Hope to Learn

Desired Insights:  
I expect to identify the key factors that contribute to loan default risk. These could include low income, high debt-to-income ratios, poor credit scores, or other personal and financial characteristics. The goal is to build a model that can predict default risk for future customers and offer recommendations for either rejection or approval with adjusted interest rates.

Broader Business Value:  
The insights gained from this analysis will allow the bank to extend loans to a broader customer base by adjusting terms for higher-risk customers rather than outright rejecting them. This could increase revenue streams while balancing risk. Moreover, the model will help improve decision-making, enhance customer satisfaction by offering more personalized loan terms, and create competitive differentiation for the bank.

# 5. Risks or Ethical Concerns

Potential Risks:  
A major risk in this project is the possibility of biased data. If certain demographics are over- or under-represented in the training data, the model could unfairly favor or penalize specific groups, leading to biased lending decisions. Additionally, the data could contain outliers or missing information, which could affect the accuracy of the model.

Ethical Concerns:  
It is critical to ensure that the model does not discriminate based on race, gender, or age, which are sensitive characteristics in loan approval processes. Ensuring fairness in the model and complying with regulatory requirements, such as the Equal Credit Opportunity Act (ECOA), is essential.

# 6. Contingency Plan

If the Original Plan Doesn't Work:  
If the dataset does not contain sufficient variability, or if model performance is inadequate, I will explore additional features that could improve predictions, such as incorporating external data like credit scores or market interest rates. Additionally, if logistic regression and tree-based models do not yield satisfactory results, I will explore more advanced methods to capture more complex patterns in the data.

# 7. Additional Considerations

Execution Plan:  
I will use Python for data analysis and modeling, with libraries like pandas, scikit-learn, and matplotlib. Regular model performance checks will help ensure that the project is progressing smoothly.