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1. Enabling GPU Support for the App

1.1. Nvidia Driver Installation

1) This document shows the installation step for the Integrated Vision Inspection System App
installation on Ubuntu 20.04.
2) Before any installation, start by updating the software by using the following command.

$ sudo apt update
$ sudo apt upgrade

3) Next, install the Nvidia driver using the following commands.
4) The following command will show all the available Nvidia drivers for installation.

$ ubuntu-drivers devices

msf@msf-desktop: ~

:~$ ubuntu-drivers devices

, cannot determine s level
evices/pci0000:00/0000:00:01.0/0000:01:00.0 ==
: pcl:vee0010DEdOO001B825vO00010DESd0000119DbCcO3scOB100
: NVIDIA Corporation
04 [GeForce GTX 1076 Ti]
: nvidia-driver-495 - distro non-free
: nvidia-driver-460-server - distro non-free
: nvidia-driver-470 - distro non-free recommended
: nvidia-driver-460 - distro non-free
driver-450-server distro non-free
a-driver- rver - distro non-free
la-driver-
H -driver-4 rver - distro non-free
: xserver-xorg-video-nouveau - distro free builtin

:5'

5) If you are not sure which drivers to install, use the command for auto install
$ sudo ubuntu-drivers autoinstall

6) Otherwise, run the following command for the version to install by replacing the drivers
shown in the previous command

WARNING: Do not install the third-party drivers unless it's the last choice as it can take very long to install and it
may not even work

$ sudo apt install <driver version>

7) Once installation is done, reboot the PC and check the driver version using the
command $ nvidia-smi

msf@msf-desktop: ~

Name Disp.A | Volatile Uncorr. ECC
Temp Perf Pwr:Usage/Cap| -Usag U-Util Compute M.
MIG M. |

GeForce . off | 0000000 00.0 On
P5 11W / 186W | 305MiB / 8111MiB
|

GPU Memory |

Jusr/1ib/xorg/Xorg

/usr/bin/gnome-shell 33Mi8 |
gnome-control-center SMiB |
/Jusr/bin/nvidia-settings oMiB |
Jusr/lib/firefox/firefox 116MiB |
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1.2. CUDA Toolkit Installation

1) Before installing CUDA Toolkit, check if Nvidia Drivers have been installed.

2) When installing CUDA toolkit, it is important to determine whether the installation
should include a driver installation.

3) Next, follow this link to check what is the desired CUDA toolkit and cuDNN version
needed by TensorFlow.

4) This application uses TensorFlow 2.7 thus uses CUDA toolkit 11.2 and cuDNN 8.1.

5) Simply search on the web for CUDA toolkit <version number> installation for the
download.

6) Choose the correct option and start the installation using the command shown on the
website.

Click on the green buttons that describe your target platform. Only supported platforms will be shown. By downloading and using
the software, you agree to fully comply with the terms and conditions of the CUDA EULA.

Operating System

3

Architecture

£ = e

Distribution
3 C B0 = Y S
Version

o
I Instater 1ype
runfile [local) deb [local) deb [network]

Download Installer for Linux Ubuntu 20.04 x86_64

The base installer is available for download below.

> Base Installer

Installation Instructions:

$ wget https://developer.download.nvidia.com/compute/cuda/11.2.8/1local installers/cuda 11.2.9 460.27.84 lin

ux.run
$ sudo sh cuda_11.2.8 460.27.04_linux.run

'l

7) It is recommended to use a runfile installation instead of a deb file, as it allows to
choose what to install and not to install and most of the time the Nvidia driver that
comes with this installation will not be compatible with most devices.

8) After running the commands, select continue and uncheck the Nvidia driver installation
if one has been installed previously.
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https://www.tensorflow.org/install/source#gpu

T T S Ty
| cupA-rnstatier
- [ 1 Driver
[ ] 460.32.03]
+ [X] CubAToolkit 11.2
[X] CUDA Samples 11.2
[X] CUDA Demo Suite 11.2
[X] CUDA Documentation 11.2
Options

Up/Down: Move | Left/Right: Expand | 'Enter': Select | 'A': Advanced options

9) Next, go to file explorer and navigate to the Home directory and look for the bashrc file
10) Open the file and scroll to the bottom and paste in the following lines to add CUDA toolkit to
the environment PATH.

11) Save the file and run the command $ source ./bashrc

12) Next, reboot the system once more.

13) Once rebooted, use the command <nvcc -V> to check if the right version of CUDA
toolkit has been installed.

1.3. cuDNN Installation

1) Visit this link for cuDNN installation, an Nvidia account is required for this installation.
2) Once logged in, look for the correct version for the TensorFlow version that is being
used.
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https://developer.nvidia.com/rdp/cudnn-archive

3) In this application, TensorFlow 2.7 is used, thus cuDNN of version 8.1 is used for
CUDA Toolkit 11.2.

4) Choose whichever installation method that is desired, however it is recommended to
install it through as followed.

5) Download the three files as shown below.

Library for Windows and Linux, Ubuntu(x86_64, armsbsa, PPC architecture)

6) Once downloaded, run the following command for cuDNN installation.
$ sudo dpkg -i libcudnn8 8.1.0.77-1+cudall.2_amd64.deb
$ sudo dpkg -i libcudnn8-dev_8.1.0.77-1+cudall.2 amd64.deb
$ sudo dpkg -i libcudnn8-samples 8.1.0.77-1+cudall.2 amd64.deb

7) Remember to check the file name for the above command so that the command can
be run without errors.
8) Finally, reboot the system once more.

2. Installation of Required Application

2.1. Anaconda Installation

1) Toinstall Anaconda, visit this link and choose Linux system and install the file as shown
in the following image.

AldCOr1IUud Irisuduers

Windows 58 MacOS & Linux &
64-Bit Graphical Installer (510 MB) 64-Bit Graphical Installer (515 MB) 64-Bit (x86) Installer (581 MB)
32-Bit Graphical Installer (404 MB) 64-Bit Command Line Installer (508 MB) 64-Bit (Power8 and Power9) Installer (255

MB)

64-Bit (AWS Graviton2 / ARM64) Installer
(488 M)

64-bit (Linux on IBM Z & LinuxONE) Installer
(242 M)
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2)

3)

4)

5)

Once the file has been downloaded, follow the instructions in this link for a more
detailed instruction.
Run the following commands for Anaconda installation.

Remember to check the file name for the above command just as mentioned in the
cuDNN installation.

Once the installation is done. Use the command $ to access
Anaconda.

msf@msfF-desktop: ~

2.2. GPU Access Verification

1)

2)

3)

4)

Before proceeding to other application installation, it is important to verify whether
TensorFlow will be able to access GPU.

First and foremost, run the following command for some prerequisite files for the app
installation.

Next, pull the application files from GitHub using the following command.

Next, run the following command to create a virtual environment named <cvsystem>
in Anaconda.
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https://docs.anaconda.com/anaconda/install/linux/

msF@msF-desktop: ~

1~5 condi activate cvsystem
1~$

5) Once the virtual environment is created and activated, run the following command to
check if TensorFlow has GPU access.

6) If it returns GPU devices = 1, skip the next section. and proceed with the installation,
if GPU devices = 0, proceed to the next step to troubleshoot the installation of Nvidia
driver, CUDA Toolkit and cuDNN.

+1 msf@msF-desktop: ~ Q =

(base) :~5 conda activate cvsystem

(cvsystem) :~5 python -c "import tensorflow as tf; print(}"Num GP
Us Available: \", len(tf.config.list_physical_devices('GPU')))"

2022-02-03 08:56:05.834370: I tensorflow/stream_executor/cuda/cuda_gpu_executor.
cc:939] successful NUMA node read from SysFS had negative value (-1), but there

must be at least one NUMA node, so returning NUMA node zero

2022-02-03 08:56:05.854358: I tensorflow/stream_executor/cuda/cuda_gpu_executor.
cc:939] successful NUMA node read from SysFS had negative value (-1), but there

must be at least one NUMA node, so returning NUMA node zero

2022-02-03 08:56:05.854666: I tensorflow/stream_executor/cuda/cuda_gpu_executor.
cc:939] successful NUMA node read from SysFS had negative value (-1), but there

must be at least one NUMA node, so returning NUMA node zero

Wum GPUs Available: 1

(cvsystem) 15 I

2.3. Troubleshooting for GPU Access

1) To troubleshoot, run the command $ and $
2) The outputs should be similar as bellow, be sure to the check the versions for CUDA
Toolkit as well.
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msf@msF-desktop: ~

:~S nvecec -V
: NVIDIA (R) Cuda compiler driver
Copyright (c) 2005-2020 NVIDIA Corporation
Built on Mon_Nowv_30_19:08:53_PST_2820
Cuda compilation tools, release 11.2, V11.2.67
Build cuda_11.2.r11.2/compiler.29373293 0
(base) 1~S

3) If the installation of Nvidia drivers and CUDA Toolkit is fine as indicated by the above
command. Be sure the proper PATH has been added during the installation of CUDA
Toolkit as well.

4) If the above has been done, check if cuDNN installation is done properly.

5) However, in the event where it is not clear which issue it is, the installation can be reset
by running the following commands.

$
$
$
6) The following command is to purge all Nvidia driver files, CUDA files as well as cuDNN
files and restart the required installation for the GPU support mentioned at the start of
the document.
2.4. Application Installation
1) To install the required files for the application, be sure to keep the virtual environment
created in Anaconda active first.
2) Next, run the following command to install the required files.
$
$
$
2.5. Mosquito Installation
1) To install mosquito broker, follow the following link for more detailed installation step.
2) To install mosquito, open terminal and run the following command.
$
$
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2.6. PostgreSQL Installation

1)

2)

6)

7

To install PostgreSQL, visit this link for a more detailed step of installing and setting
up PostgreSQL.

Run the following command for PostgreSQL, mind the version of PostgreSQL in the
command.

Once the installation is done, setup PostgreSQL by giving it a password so that the
database can be access by the app.

First sign in as root in the terminal. $_

Use the following commands to set a new password for PostgreSQL. This password
will be needed when first sign in into the app.

Next, use the following command to reset PostgreSQL for the new password to take
effect.

Run the next command and enter the password to verify that PostgreSQL has been
setup properly.

.Launching the Application

3.1. Application Start-up

1)

2)

To start up the app, change the directory using the following command.

Next, activate the virtual environment created previously.
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https://tecadmin.net/how-to-install-postgresql-in-ubuntu-20-04/

3) To start the app, use the command $ _ , the app will be launch in
the browser.

4) Once start up, a username and password will be prompted. The default username and
password will be ‘admin’

5) Once logged in, scroll to the bottom of the page and enter the PostgreSQL password set
previously.

6) If successful, the application is ready to be used.
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