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Abstract

The number of Proteomics and Genomics experiments is growing. This large amount of data poses new challenges to the scientific community. In particular, the amount of available data is not matched by the capacity of common bioinformatics tools for retrieving and extracting useful insights from the publicly accessible datasets. Machine learning can mitigate this issue by providing powerful analysis tools. However, data needs to be prepared and formatted for machine learning analysis. In this paper, we share with the trypanosome research community a series of Jupyter notebooks to demonstrate the utility of machine learning applied to the analysis of our own OMIC experiments and those deposited at the TryTripDB database.
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Text

The Wellcome Centre for Anti-Infectives Research in Dundee UK is active in fundamental and translational research, including drug discovery and the development of diagnostics, for neglected tropical diseases (NTDs). These NTDs include human African trypanosomiasis (or sleeping sickness) caused by tsetse-transmitted *Trypanosoma brucei* parasites [[1](#_ENREF_1)]. The parasite multiplies as procyclic form (PCF) in the tsetse midgut and migrates to the salivary glands where it differentiates via an epimastigote form to a non-dividing metacyclic trypomastigote form that is adapted for transmission to a mammalian host during a bloodmeal. Once in the bloodstream, the parasite differentiates to the actively replicating long slender (LS) bloodstream form (BSF). Some of these differentiate into non-dividing stumpy forms (SS) that are adapted for differentiation back to PCF trypanosomes once taken up by a tsetse fly in a subsequent bloodmeal. Over the years, scientists have performed several OMICs (genomic, transcriptomic and proteomic) experiments on *T. brucei* to get better insights into the biology of this parasite. The OMICs datasets produced on *T. brucei* are generally uploaded by researchers in open repositories such as the PRoteomics IDEntifications database (PRIDE) for proteomics datasets or the Gene Express Omnibus (GEO) and European Nucleotide Archive (ENA) databases among the others [[2-6](#_ENREF_2)] for transcriptomics and genomics datasets. Since its establishment in early 2009, the TriTrypDB database has gone to a great deal of effort to retrieve data from open repositories and to annotate and share back these data with the trypanosome community all these OMICs datasets in one integrated platform [[7](#_ENREF_7)]. At the time of writing, the TriTrypDB database (version 45) contains more than sixty OMICs experiments performed in *T. brucei*. The data within TriTrypDB can be interrogated with search strategies allowing the construction of complex queries [[7](#_ENREF_7)]. Conveniently, TriTrypDB provides analysis tools to perform GO term enrichment, metabolic pathway enrichment or word enrichment analyses from a user input series of gene identifiers (gene set). These enrichment strategies depend on either manual or computer-aided (generally inference from the closest annotated orthologue) annotation of gene function. Nevertheless, it can be challenging to combine and fully exploit the potential of every OMICs dataset. For example, several OMICSs datasets deposited at TriTrypDB cannot immediately be used to annotate a gene function, even if the dataset itself carries useful information. For example, our laboratory and others performed proteomics experiments to quantify the amount of protein expressed in the BSF and PCF life stages of *T. brucei* [[8-11](#_ENREF_8)]. These experiments can be used to create a continuous response variable or biological descriptor (feature) reporting the relative fold change in expression between the BSF and PCF life stages. However, the decision boundaries between what is preferentially expressed in PCF or BSF life stages is arbitrary, hampering the creation of a gene set based on such property. On the other hand, Machine Learning (ML) algorithms are potentially able to identify associations between gene sets and biological features by automatically selecting such decision boundaries [[12](#_ENREF_12)]. For this reason, we decided to extract biological features from the OMIC datasets deposited at TriTrypDB to create a ML dataset for *T. brucei*. To achieve this goal, we used all the gene identifiers of *T. brucei* clone TREU927 to query the TriTrypDB database version 45. The search strategy used for this step is available at theTriTrypDB database with the accession identifier d7c5277bb3cfbf2d (<https://tritrypdb.org/tritrypdb/im.do?s=d7c5277bb3cfbf2d>). From the TriTrypDB interface, we downloaded all the available information for this search strategy into a comma-separated values (CSV) file. Broadly speaking, this step assembles a collection of proteomics and transcriptomics (RNA-seq / gene chip) datasets along with several protein sequence descriptors, such as the presence of a signal peptide, the counts of transmembrane domains or the genomic location of the protein gene. Afterwards, we proceeded to assemble an ML dataset from the downloaded CSV file by engineering experimental features (EF) from the dataset deposited at TriTrypDB. The datasets mentioned above studying the differentially expressed proteins between the PCF and BSF life stage of *T. brucei* are present in TritrypDB as six different experiments, reporting the log2 fold changes of the PCF versus the BSF SILAC intensities [[8-11](#_ENREF_8)]. While only one experiment used the Short Stumpy (SS) BSF life stage, the other five experiments compared the Long Slender (LS) BSF life stage to the PCF life stage [[11](#_ENREF_11)]. These five datasets using the LS BSF life stage showed good experimental reproducibility (Pearson coefficients above 0.8). Unsurprisingly, the experiment using the SS BSF life stage showed a lower reproducibility with the other five LS BSF experiments; for this reason, this experiment was removed and used to create a different biological descriptor. We then averaged the experiments using the LS BSF life stage in one descriptor, after normalization using the z-scores, to avoid redundancy in the ML dataset. We also used any available data point for the average to decrease the amount of missing values. Further, we decided to create an absolute protein abundance feature in BSF and PCF taking advantage of a recent experiment published by our laboratory [[13](#_ENREF_13)]. This dataset (not yet uploaded in TryTripDB), is available from the public repository Zenodo [[14](#_ENREF_14)] and uses the SILAC technique to study the BSF and PCF protein half-lives. In this work, fully labelled BSF and PCF parasites grown in medium SILAC culture media (M) were placed in light SILAC culture media (L) to follow the synthesis and degradation rate of the proteome in a time-course experiment. The experiment consisted of seven and nine time points for the BSF and PCF, respectively, with three biological replicates each. The samples of the time course experiment were also mixed 1:1 with fully labelled parasites in heavy SILAC culture media (H) to provide an internal standard for normalization. The protein intensity values of those H labelled samples were used as a proxy for protein abundance, after averaging the H intensity values across the biological replicates and the time points. Another experiment from our laboratory (not yet uploaded in TriTrypDB) aimed at the identification of *T. brucei* protein complexes using size-exclusion chromatography (SEC) and mass spectrometry [[15](#_ENREF_15)]. Briefly, PCF cells were prepared for native protein complex analysis by sonication lysis. The resulting lysates were fractionated separating protein complexes based on their size and shape, and the fractions were analysed by mass spectrometry. From this dataset, we first focus on the experiment using the 30 nm pore column (SEC 300), that efficiently separates protein complexes in the range from 8 kDa to 1.2 MDa. Thanks to protein molecular weight (MW) standards, it is then possible to infer the apparent MW of the proteins in each of the SEC 300 elution fractions. Consequently, we assign to each protein an apparent MW corresponding to the fraction showing the maximum protein abundance. The log2 fold change between the apparent MW and the MW of the protein computed from the primary sequence was taken as a descriptor to describe the molecular state of protein, in high MW complexes (log2 fold change > 0), monomer (log2 fold change around 0) or degraded (log2 fold change < 0). Finally, we created a simple binary feature describing if a protein belongs (1) or does not belong (0) to a protein complex based on the analysis reported in Crozier et al. [[15](#_ENREF_15)].We then looked at the differences of the BSF and PCF transcriptomes by computing the log2 fold changes values of the RNA-seq read counts for total and ribosome-protected RNA using the Vasquez et al. study [[16](#_ENREF_16)]. The same study was used to create an RNA abundance descriptor by computing the log10 values of the total read counts for the transcriptome and ribosome-protected transcriptome of the *T. brucei* genes, in both BSF and PCF life stages. Further descriptors were engineered from the changes in individual protein group abundances within the PCF proteome during cell cycle progression [[17](#_ENREF_17)]. From this time-course experiment, we extracted two categorical features and one continuous variable. The two categorical features were the times of the maximum (MAX) and minimum (MIN) abundance for each protein in the time-course experiment. The continuous variable was the log2 fold change between the MAX and MIN protein abundance values across the time-course experiment. The same feature extraction strategy was further applied to several other time course experiments studying the changes in proteome and transcriptome abundance during *T. brucei* differentiation from the BSF to PCF life stage [[8](#_ENREF_8), [18-22](#_ENREF_18)]. We also assembled biological descriptors to capture the differential express genes between the BSF and ATF (adipose tissue forms) life stages [[23](#_ENREF_23)]. For this experiment, we computed the log2 fold changes between the ATF and BSF samples. We also considered the response of the parasites to glucose depletion by computing three features: The log2 fold changes between the RNA-seq read counts of 1) glucose-fed SS BSF versus glucose-starved SS BSF parasites, 2) glucose-fed LS BSF parasites versus glucose-fed SS BSF parasites and 3) glucose-fed LS BSF parasites versus glucose-starved SS BSF parasites [[24](#_ENREF_24)]. We further created a gene lethality descriptor by using the RNA interference (RNAi) high-throughput phenotyping experiment of Alsford et al. [[25](#_ENREF_25)]. From this study, we extracted the log2 fold change of the parasite RNA-seq read counts before and after three days of RNAi induction. The changes in RNA abundance after overexpressing the wild type RNA helicase DHH1, or after expressing a mutant form of this protein, have been investigating with a cDNA microarrays strategy [[26](#_ENREF_26)]. The dataset is reported in TriTrypDB as the log2 fold changes in signal intensity between the wild type versus the experimentally induced conditions. For this reason, the dataset was transferred over the ML dataset without further processing. A similar cDNA microarray strategy was used to study the *T. brucei* response to heat shock [[27](#_ENREF_27)] and the log2 fold changes between the wild type and treated condition were transferred over to the ML dataset. Similarly, the log2 fold change values of protein abundances (evaluated with label-free mass spectrometry) between the PCF nuclei and the whole-cell lysates [[28](#_ENREF_28)] were transferred over to the ML dataset. All the features described above were derived from experimental evidence, for this reason the names are preceded by an ‘EF’ (Experimental Feature) prefix for easier identification. We further complemented our ML dataset by using the ProFET package to extracts hundreds of features covering the elementary biophysical and sequence-derived attributes of the *T. brucei* proteome [[29](#_ENREF_29)]. Other sequence derived attributes were directly transferred from the CSV file downloaded from TriTrypDB without processing, such as the ortholog and paralog count for each gene. TriTrypDB reports the presence of a signal peptide in the proteome of *T. brucei* by using the SignalP3-NN and SignalP-HMM alghorithms implementend in SignalP 3.0. [[30](#_ENREF_30)]. The SignalP3-NN alghoritm produces two scores (NN Sum, NN D) while the HMM alghorithms output one score (HMM Prob). To create just one descriptor for the presence of a signal peptide, we scaled each score from 0 to 1 and computed the mean. Finally, from the ELM database [31], we downloaded the eukaryotic linear motifs and created a descriptor for each, reporting the number of motif instances in the primary sequence of the *T. brucei* proteome. The AF (amino acid feature) prefix was applied to the feature subsets that were derived from the analysis of amino acid sequences. We also analysed the single nucleotide polymorphism (SNP) information present in TryTripDB. The descriptor 'NonSyn/Syn SNP Ratio All Strains', reporting the ratio of non-synonymous versus synonymous SNPs was transferred to the ML dataset. The other SNP descriptors present in TryTripDB (‘Non-Coding SNPs All Strains', 'SNPs with Stop Codons All Strains', 'NonSynonymous SNPs All Strains', 'Synonymous SNPs All Strains', 'Total SNPs All Strains') were normalized by the gene length. The GFF file available in the TriTrypDB database for *T. brucei* TREU927 was downloaded and analysed to create a descriptor reporting the distance of a gene transcript from its polycystron start site [[31](#_ENREF_31)]. Polycystron boundaries were chosen based on changes in transcript orientation. With this final step, we ended up with a ML dataset of 1407 descriptors.

To provide a usage example for our ML dataset, we tried to identify descriptors able to discriminate between proteins with long or short half-lives. It is essential to remark that our main interest is not in creating a half-life predictor, as we know the ground truth of this variable for the majority of BSF and PCF proteome [[13](#_ENREF_13)]. Instead, we are interested in finding if any of the descriptors incorporated in the ML dataset can shed light onto the mechanisms underlying protein stability of the *T. brucei* proteome. This is analogous to, say, carrying out a GO term enrichment analysis using the short/long half-life gene sets except that in our case we simultaneously query 1407 features. As the first step, we imputed missing values in the categorical variables with a fake -1 class and replaced the missing values of continuous variables with mean values. In our aforementioned turnover paper [[13](#_ENREF_13)], we divided the BSF protein half-lives into decile bins, from the least stable to the most stable proteins. We then selected 837 proteins (fast half-life) from the first two half-life bins (first and second decile) and 837 protein (slow half-life) from the last two half-life bins (ninth and tenth) as the training set for ML analysis. When the number of descriptors (columns of the dataset) is similar or exceed the number of training instances (rows in the dataset), ML algorithms are prone to overfitting, i.e. learning associations with the response variable (fast or long half-lives) originating just by chance [[12](#_ENREF_12)]. Intending to reduce the number of descriptors, we eliminated 277 features that correlate to other features with a Pearson correlation coefficient of 0.75 or higher. We then trained a random forest algorithm implemented in LightGBM [[32](#_ENREF_32)] to discriminate between proteins with fast or slow half-lives. Before training, we removed at random 35% of the training instances (blind) to evaluate the training progression on a subset of instances never seen by the predictor. The LightGBM algorithm was trained with a three-fold cross-validation (CV) strategy. With this strategy, the input data is divided into 3 subsets (also known as folds). Afterwards, The ML algorithm is trained on all but one of the subsets and evaluated on the subset that was not used for training. The process repeats 3 times, with a different subset reserved for evaluation (and excluded from training) each time. In this way, all the data is used once for both training and evaluation. The LightGBM algorithm starts the training with just one tree in the random forest and evaluates the prediction performance using the evaluation subset. With an iterative process, the algorithm adds one tree to the random forest and evaluates the prediction performance again. This process continues until the addition of a tree to the random forest model does not improve the prediction performance (early stopping). At each step, The LightGBM algorithm evaluates the prediction performance using the receiver operating characteristic curve (ROC) area under the curve (AUC) score. At the end of the CV strategy, a new model is trained with all the data used for the CV step and evaluated on the blind dataset. The ROC AUC score computed on the blind dataset (0.69) suggested that the algorithm is separating proteins with fast and long half-lives better than random. The number of trees to evaluate the model on the blind dataset was chosen from the CV strategy. At each CV round, the algorithm records the number of trees used. By inspecting the training history, we selected 14 trees, equal to the maximum number of trees used in any of the three CV steps. This model was used to shrink further the number of relevant features. To this aim, we first applied the Boruta methods [[33](#_ENREF_33)] to identify all the features carrying information usable for prediction (82). Briefly, the Boruta algorithm randomises all descriptors in the dataset and evaluates the randomised features, looking for whether they are less or more important than the real features in separating fast and slow turnover protein. If the real features are better than the shuffled copies, they are marked as important. In a further feature selection, we applied a different permutation importance strategy implemented in the ELI5 python package [[34](#_ENREF_34)]. In this case, only one feature at a time is randomised, and the performance of the model evaluated. If the performance of the model decreases after randomisation (lower AUC score), the feature is annotated as important. The randomization process was performed three times with a different random seed and the average feature score difference stored. As the ELI5 strategy is more computationally expensive than the Boruta algorithm, the former was executed before the latter. From the ELI5 ranked list of features, we selected an arbitrary threshold of 0.015 (increase in ROC AUC score ) to select 5 descriptors, namely: 1) 'EF\_Abundance\_BSF', the relative protein abundance in the BSF life stage; 2) 'EF\_CellCycle\_min', the time point showing the minimum protein abundance during the PCF cell cycle; 3) 'EF\_fc\_glucose\_1', the log 2 fold change in abundance between glucose-fed and glucose-starved SS BSF cells; 4) 'EF\_merged\_PCF\_BSF, the log 2 fold change of the PCF versus the BSF protein abundance, 5) 'EF\_CellCycle\_min\_max', the log2 fold change between the minimum and maximum protein abundance value during the PCF cell cycle. The importance of these selected features was visualised with the SHAP (SHapley Additive exPlanations) values (Figure 1). The SHAP values aggregate five different ranking feature methods into one, by using an algorithm first developed for game theory. This algorithm aims at explaining the prediction of an instance (protein) by computing the contribution of each feature to the prediction [[35-37](#_ENREF_35)]. In particular, for each feature this framework assigns a SHAP value to the proteins (positive for fast half-lives, negative for long half-lives), and the absolute sum of the SHAP values adds to the total importance of the feature. Consequently, the feature importance can be visualised along with the feature effect. As illustrated in Figure 1, the position of the feature on the y-axis of is determined by the feature importance, and the dots (protein/training instances) on the x-axis are arranged accordingly to the SHAP values. The dots are also jittered in the y-axis direction to assess the distribution. The colour code of the dots reflects the value of the feature from low (blue) to high (red). This visualization highlights the relationship between the value of a feature and the impact on the prediction. For example, training instances with low values for the protein abundance in the BSF life stage ('EF\_Abundance\_BSF') have the highest SHAP values, meaning that low protein abundance values are pushing the model towards a fast half-life prediction. The exact shape of this relationship is visualized in Figure 2 where we plotted on the x-axis the feature values and on the y-axis the SHAP values for each protein and feature in the training dataset. The relationship between protein turnover and protein abundance was already identified in our paper confirming the reliability of the described ML approach [[13](#_ENREF_13)]. In the same paper, we observed several cell-cycle regulated proteins with short half-lives. With approach described here, we could identify two descriptors, 'EF\_CellCycle\_min\_max' and 'EF\_CellCycle\_min', related to cell cycle regulation. The EF\_CellCycle\_min\_max reports the maximum fold change of the proteins during the cell cycle. For this descriptor, the higher is the protein abundance fold-change during the cell cycle, the higher the SHAP values, pushing the prediction towards short half-life (Fig 2B). Also, the 'EF\_CellCycle\_min' descriptor reports the time point where the protein shows the minimum abundance value. In Fig 2C it is possible to observe that proteins with a minimum abundance at the beginning of the cell cycle (G1, 0.5h) have higher SHAP values, directing the prediction towards short half-life (Fig 1 and 2C) predictions. While the relationships between protein abundance and cell cycle regulation with protein turnover were already identified in our paper [[13](#_ENREF_13)], our ML analysis suggests two new biological relationships, with glucose regulated proteins and with proteins differentially expressed between the PCF and BSF life stage. The 'EF\_merged\_PCF\_BSF’ descriptor reports the fold change in abundance of the *T. brucei* proteome between the PCF and BSF life stage. This descriptor show that both positive and negative high values of this descriptor are associated with high SHAP values, meaning that protein that are mostly expressed only in the PCF or BSF life stage are likely to have shorter half-lives Fig2A. This makes some sense as life-stage specific proteins need to be promptly removed during the progression from one life stage to the other, a task that would be impossible for proteins with long half-lives. Finally, the EF\_fc\_glucose\_1 descriptor reports the transcriptional changes of the SS BSF life stage after glucose starvation [[24](#_ENREF_24)]. Low values of this descriptor are associated with high SHAP values and consequently with short half-life predictions Fig2E. This descriptor is likely to capture genes under strong regulation when the SS form perceives a decrease in glucose level and starts the progression to the PCF form. Again, it is reasonable to expect short half-lives for this group of genes as they are likely to be promptly regulated upon the dramatic environmental changes associated with the transition from the human host to the vector host.

The computational strategy to assemble the ML dataset and the application example given here are shared as series of Jupyter notebooks in the GitHub https://github.com/mtinti/TriTrypML\_code to meet the FAIR standards of findability, accessibility, interoperability, and reusability, as already applied in other OMICs initiatives [[38](#_ENREF_38)]. With this work, we hope to kick start an interest in ML technique applied to the analysis of OMICS experiments in *T. brucei*. It should be fairly easy for user with some coding experience to accommodate new features and different analysis pipeline strategies using the notebooks as a starting template. In the future, we plan to offer a modified version of this analysis pipeline as a web service, if this work finds enough interest in the trypanosome community.
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Figure Legends

Figure 1. Feature importance.

The figure shows the SHAP values for each protein (x-axis) and for each feature (y-axis) used to classify fast and slow turnover proteins (dots). The relative position of the features on the y-axis is computed using the absolute sum of protein (dots) SHAP values. The colour code of the dots reflects the value of the feature from low (blue) to high (red). The dots are also jittered in the y-axis direction to assess the values distribution.

Figure 2. Feature values and SHAP values correlation.

The figure plots the SHAP values (y-axis) and the feature values (x-axis) for each feature (A to E) identified in the feature selection step and used to classify fast and slow turnover proteins (dots).
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