Flume：最初设计目的是为了把数据传入hdfs，并不是为了采集数据而设计

Logstash:侧重于数据的预处理，因日志的字段需要大量的预处理，为解析做铺垫

nginx的日志文件没有rotate功能。如果你不处理，日志文件将变得越来越大，还好我们可以写一个nginx日志切割脚本来自动切割日志文件。  
 第一步就是重命名日志文件，不用担心重命名后nginx找不到日志文件而丢失日志。在你未重新打开原名字的日志文件前，nginx还是会向你重命名的文件写日志，linux是靠文件描述符而不是文件名定位文件。  
 第二步向nginx主进程发送USR1信号。  
 nginx主进程接到信号后会从配置文件中读取日志文件名称，重新打开日志文件(以配置文件中的日志名称命名)，并以工作进程的用户作为日志文件的所有者。  
 重新打开日志文件后，nginx主进程会关闭重名的日志文件并通知工作进程使用新打开的日志文件。  
 工作进程立刻打开新的日志文件并关闭重名名的日志文件。  
 然后你就可以处理旧的日志文件了

**Nginx\_log\_division.sh代码：**

 Shell代码

#!/bin/bash

#设置日志文件存放目录

logs\_path="/usr/local/nginx/nginxlog/"

#设置pid文件

pid\_path="/usr/local/nginx/nginx-1.7.3/logs/nginx.pid"

#日志文件

filepath=${logs\_path}"access.log"

# Source function library.

#重命名日志文件

mv ${logs\_path}access.log ${logs\_path}access\_$(date -d '-1 day' '+%Y-%m-%d').log

#向nginx主进程发信号重新打开日志

kill -USR1 `cat ${pid\_path}`

**Oracle\_log\_division.sh代码：**

 Shell代码

#!/bin/bash

#设置日志文件存放目录

logs\_path="/usr/local/nginx/nginxlog/"

#设置pid文件

pid\_path="/usr/local/nginx/nginx-1.7.3/logs/nginx.pid"

#日志文件

filepath=${logs\_path}"access.log"

# Source function library.

#重命名日志文件

mv ${logs\_path}access.log ${logs\_path}access\_$(date -d '-1 day' '+%Y-%m-%d').log

#向nginx主进程发信号重新打开日志

kill -USR1 `cat ${pid\_path}`

**flumeng配置：**
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# A single-node Flume configuration

# Name the components on this agent

agent1.sources = source1

agent1.sinks = sink1

agent1.channels = channel1

# Describe/configure source1

agent1.sources.source1.type = exec

agent1.sources.source1.command = tail -n +0 -F /logs/access.log

agent1.sources.source1.channels = channel1

# Describe sink1

agent1.sinks.sink1.type = file\_roll

agent1.sinks.sink1.sink.directory=/var/log/data

# Use a channel which buffers events in memory

agent1.channels.channel1.type = file

agent1.channels.channel1.checkpointDir=/var/checkpoint

agent1.channels.channel1.dataDirs=/var/tmp

agent1.channels.channel1.capacity = 1000

agent1.channels.channel1.transactionCapactiy = 100

# Bind the source and sink to the channel

agent1.sources.source1.channels = channel1

agent1.sinks.sink1.channel = channel1

flume-ng agent -n a1 -c conf -f conf/example.file -Dflume.root.logger=DEBUG,console

参数说明：

-n 指定agent名称(与配置文件中代理的名字相同)

-c 指定flume中配置文件的目录

-f 指定配置文件

-Dflume.root.logger=DEBUG,console 设置日志等级

agent1.channels.channel1.transactionCapactiy = 100 sink端收集到100条数据后提交事务

Sink.batchsize sink端一次性从channel取的数据量(sink和channel使用一个双向队列维护事务，进行回滚。LinkedBlockingQuene)

og与ng的区别：

og是单线程  主从结构，原本由zookeeper管理

ng是双线程    已经取消master管理机制和zookeeper管理机制，变成了纯粹的传输工具

* source：负责日志的流入，eg：从文件、网络、kafka等数据源流入数据。   
  数据的流入有两种方式：
  + 轮询拉去
  + 事件驱动
* channel:数据聚合/暂存，暂存到内存、本地文件、数据库、kafka等，日志数据不会在管道停留很长的时间，很快被sink消费掉
* sink：负责数据转移存储，从channel中拿到日志，直接存储到HDFS、Hbase、kafka、ElasticSearch等

source和sink是异步的。

# flumeSource

Source支持Avro、Exec、Http、Spooling Director、Kafka、Syslog

* Exec Source 以运行linux命令的方式，持续的输出最新的数据
* Spool Source 支持监视一个目录或文件，解析其中新生成的事件，并将文件中的数据读取出来   
  拷贝到spool目录下的文件不可以再打开编辑，spool目录不可包含相应的子目录

Exec source和Spool Source的比较：

1. Exec source可以实现对日志的实时收集，但是存在Flume不运行或指令出错时将无法手机到日志数据，无法保证日志数据的完整性。
2. Spool Source 虽然无法实现实时的收集数据，但是可以以分钟的方式切割文件，趋近于实时。
3. 如果应用无法以分钟分割日志文件，可以两种收集方式同时使用。

Flume 过滤器（拦截器）：在App（应用程序日志）和source之间，对App日志进行拦截处理，官方已有的拦截器有：

* Timestamp Interceptor：在event的header中添加一个key作为timestamp，value为当前的事件戳。
* Host Interceprot：在event的header中添加一个的key为host，value为当前机器的hostname或IP
* Static Interceptor：在event的header中添加自动以的key和value
* Regex Filtering Interceptor：通过正则来清晰或包含匹配的events
* Regex Extrator Inteneptor：通过正则来在header中添加指定的key，value则为正则匹配的部分。

# Flume Channel

缓存从Source 到Sink的中间数据，可用下列配置作为channel：

* 内存
* 文件
* JDBC
* kafka

Flume Channel选择器：数据通过不同的Channel路由到不同的Sink中

* Replication Channel Selectot：将source过来的events发往所有的Channel
* Multiplexing Channel Selectot：可以选择将数据发往哪些Channel

# Flume Sink

负责从Channel中读取数据并发送给下一个Agent或最终目的地。   
目的地：HDFS、Hbase、Avro、ElasticSearch、File、Logger

Flume 序列化器

* Body Text Serializer：忽略event header ，只将event value写到输出流。
* Avro Event Serializer：数据以Avro序列化，然后写到输出流。

fileHeader = true

# 或者

basenameHeader = true会将文件名加在数据之前

# kafka Sink 配置坑

AGENT\_NAME.sinks.malwrK.kafka.bootstrap.servers= serv1:PORT[,serv2:PORT,serv3:PORT...]

这项配置中，如果只指定单个的 Kafka 服务器地址，Flume Agent 会正常运行，但如果把 Kafka集群里的多个服务器地址都写上，并且Kafka的默认配置不修改，则会报以下错误：

WARN Error while fetching metadata with correlation id 39 : {4-3-16-topic1=LEADER\_NOT\_AVAILABLE}

并且数据无法正常发送到 Kafka 集群。该错误的意思是集群中的服务器，没有一个可用的 LEADER，导致数据无法正常 Fetch。那么解决方法也很简单，在 Kafka 集群的每个服务器 server.properties 配置文件中，开启（取消注释）以下配置，并把配置项的值改成统一指定的一台 Kafka 服务器做 LEADER：

|  |  |
| --- | --- |
| 1 | advertised.listeners=PLAINTEXT://your.host.name:9092 |

# http json source 配置坑

Flume 的 Event 只有两部分组成：headers 和 body，所以传输的 JSON Array 里的 Flume Event，每个 Event 也只可以包括 headers 和 body 两部分，而且 headers的值是 JSON 对象（object），而body的值只能是 JSON 字符串（string），不能是其他 JSON 值类型，比如下图所示的 JSON 形式，对 Flume 来说算是合法的

![IMG_256](data:image/png;base64,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)

最后总结一下，传给 flume HTTP Source 的 JSON 数据：

必须是 Array 形式（用方括号括起来），即使 Array 里只有 1 个元素（每个元素到了 Flume 那儿就代表一个 Event），在 Python 里就要用 dict 外面嵌套 list 或者 tuple 生成 JSON Array；

JSON Array 里每个元素必须由 headers 和 body 两个 field 构成;

JSON Array 中元素的 headers 的值是 JSON Object(具体可以自定义)，body 的值必须是字串（JSON String），而不能是其他形式（JSON Object/JSON Array等，对应 Python 中的 dict/list/tuple 等）

**TAILDIR**flume 1.7目前最新版新增类型，支持目录变化的文件，如遇中断，并以json数据记录目录下的每个文件的收集状态.

flume 1.7.0 推出了 taildirSource 组件。tail 监控 目录下匹配上正则表达式的 的所有文件，实现断点续传。

# ****问题****

但是官方的 taildirSource 组件貌似是支持nginx 日志，对于log4j 日志好像不太管用。   
 因为log4j 日志会自动切分，log4j 切分日志其实就是新建一个文件，然后把原来的日志文件都改名。但是 taildirSource 组件时不支持文件改名的。如果文件改名会认为是新文件，就会重新读取，这就导致了日志文件重读。

# ****解决****

读了 taildirSource 的源码,发现了两个地方 需要修改

# ****1.修改 ReliableTaildirEventReader****

修改ReliableTaildirEventReader 类的 updateTailFiles 方法。

将其中的 tf.getPath().equals(f.getAbsolutePath()) 判断条件去除。   
 只用判断文件不为空即可，不用判断文件的名字，因为log4j 日志切分文件被重命名了。

// if (tf == null || !tf.getPath().equals(f.getAbsolutePath())) {

if (tf == null) {//文件不存在 position 中则全读。

# ****2.修改TailFile****

修改TailFile 类的 updatePos 方法

此处同样的原因，inode 已经能够确定唯一的 文件了，所以不用加 path 作为判定条件了。所以去掉该条件就支持了文件重命名情况。

// if (this.inode == inode && this.path.equals(path))

if (this.inode == inode)

修改这两个地方就支持了文件重命名 的问题，实现了目录下多文件监控，断点续传。

添加自定义source入口，也就是将源码拷贝过来，然后将修改过的代码打包为自定义source的jar 包运行flume 。

# ****3.配置文件****

taildirsource 的配置文件如下

a1.sources = r1

a1.sources.r1.type = com.xx.xx.source.taildir.TaildirSource

a1.sources.r1.channels = c1

a1.sources.r1.positionFile = /opt/apps/log4j/taildir\_position.json

a1.sources.r1.filegroups = f1

a1.sources.r1.filegroups.f1 = /opt/apps/log4j/logs/\*.log.\*

a1.sources.r1.fileHeader = true

通过这些修改就 实现了多文件监控和断点续传。支持log4j 日志监控。

# ****4. 监控多个文件夹下的多个文件****

监控多个文件夹下的多个文件，只用 配置多个filegroups 即可。

a1.sources = r1

a1.sources.r1.type = com.xx.xx.source.taildir.TaildirSource

a1.sources.r1.channels = c1

a1.sources.r1.positionFile = /opt/apps/log4j/taildir\_position.json

a1.sources.r1.filegroups = f1 f2

a1.sources.r1.filegroups.f1=/opt/apps/log4j/test\*.log

a1.sources.r1.filegroups.f2=/opt/apps/log4j2/test\*.log

a1.sources.r1.fileHeader = true

**通道复用：** 因为复用的流的事件要声明一个头部，然后我们检查头部对应的值

1. #配置文件：multi\_source\_case12.conf
2. a1.sources= r1
3. a1.sinks= k1 k2
4. a1.channels= c1 c2
6. #Describe/configure the source
7. a1.sources.r1.type= org.apache.flume.source.http.HTTPSource
8. a1.sources.r1.port= 50000
9. a1.sources.r1.host= 192.168.233.128
10. a1.sources.r1.selector.type= multiplexing
11. a1.sources.r1.channels= c1 c2
13. a1.sources.r1.selector.header= state
14. a1.sources.r1.selector.mapping.CZ= c1
15. a1.sources.r1.selector.mapping.US= c2
16. a1.sources.r1.selector.default= c1
18. #Describe the sink
19. a1.sinks.k1.type= avro
20. a1.sinks.k1.channel= c1
21. a1.sinks.k1.hostname= 192.168.233.129
22. a1.sinks.k1.port= 50000
24. a1.sinks.k2.type= avro
25. a1.sinks.k2.channel= c2
26. a1.sinks.k2.hostname= 192.168.233.130
27. a1.sinks.k2.port= 50000
28. # Usea channel which buffers events in memory
29. a1.channels.c1.type= memory
30. a1.channels.c1.capacity= 1000
31. a1.channels.c1.transactionCapacity= 100
33. a1.channels.c2.type= memory
34. a1.channels.c2.capacity= 1000
35. a1.channels.c2.transactionCapacity= 100

打开另一个终端输入，往侦听端口送数据

curl -X POST -d '[{"headers" :{"state" : "CZ"},"body" :"TEST1"}]' http://192.168.233.128:50000

curl -X POST -d '[{"headers" :{"state" : "US"},"body" :"TEST2"}]' http://192.168.233.128:50000

curl -X POST -d '[{"headers" :{"state" : "SH"},"body" :"TEST3"}]' http://192.168.233.128:50000

**故障转移和负载均衡：**

FailoverSink Processor会通过配置维护了一个优先级列表。保证每一个有效的事件都会被处理。

故障转移的工作原理是将连续失败sink分配到一个池中，在那里被分配一个冷冻期，在这个冷冻期里，这个sink不会做任何事。一旦sink成功发送一个event，sink将被还原到live 池中。

在这配置中，要设置sinkgroups processor为failover，需要为所有的sink分配优先级，所有的优先级数字必须是唯一的，这个得格外注意。此外，failover time的上限可以通过maxpenalty 属性来进行设置。

Failover测试

1. #配置文件：failover\_sink\_case13.conf
2. #Name the components on this agent
3. a1.sources= r1
4. a1.sinks= k1 k2
5. a1.channels= c1 c2
7. a1.sinkgroups= g1
8. a1.sinkgroups.g1.sinks= k1 k2
9. a1.sinkgroups.g1.processor.type= failover
10. a1.sinkgroups.g1.processor.priority.k1= 5
11. a1.sinkgroups.g1.processor.priority.k2= 10
12. a1.sinkgroups.g1.processor.maxpenalty= 10000
14. #Describe/configure the source
15. a1.sources.r1.type= syslogtcp
16. a1.sources.r1.port= 50000
17. a1.sources.r1.host= 192.168.233.128
18. a1.sources.r1.channels= c1 c2
20. #Describe the sink
21. a1.sinks.k1.type= avro
22. a1.sinks.k1.channel= c1
23. a1.sinks.k1.hostname= 192.168.233.129
24. a1.sinks.k1.port= 50000
26. a1.sinks.k2.type= avro
27. a1.sinks.k2.channel= c2
28. a1.sinks.k2.hostname= 192.168.233.130
29. a1.sinks.k2.port= 50000
30. # Usea channel which buffers events in memory
31. a1.channels.c1.type= memory
32. a1.channels.c1.capacity= 1000
33. a1.channels.c1.transactionCapacity= 100

下面是第一个接受复制事件代理配置

1. #配置文件：replicate\_sink1\_case11.conf
2. # Name the components on this agent
3. a2.sources = r1
4. a2.sinks = k1
5. a2.channels = c1
7. # Describe/configure the source
8. a2.sources.r1.type = avro
9. a2.sources.r1.channels = c1
10. a2.sources.r1.bind = 192.168.233.129
11. a2.sources.r1.port = 50000
13. # Describe the sink
14. a2.sinks.k1.type = logger
15. a2.sinks.k1.channel = c1
17. # Use a channel which buffers events inmemory
18. a2.channels.c1.type = memory
19. a2.channels.c1.capacity = 1000
20. a2.channels.c1.transactionCapacity = 100

下面是第二个接受复制事件代理配置：

1. #配置文件：replicate\_sink2\_case11.conf
2. # Name the components on this agent
3. a3.sources = r1
4. a3.sinks = k1
5. a3.channels = c1
7. # Describe/configure the source
8. a3.sources.r1.type = avro
9. a3.sources.r1.channels = c1
10. a3.sources.r1.bind = 192.168.233.130
11. a3.sources.r1.port = 50000
13. # Describe the sink
14. a3.sinks.k1.type = logger
15. a3.sinks.k1.channel = c1
17. # Use a channel which buffers events inmemory
18. a3.channels.c1.type = memory
19. a3.channels.c1.capacity = 1000
20. a3.channels.c1.transactionCapacity = 100

****#敲命令****

首先先启动2个接受复制事件代理，如果先启动源发送的代理，会报他找不到sinks的绑定，因为2个接事件的代理还未起来。

flume-ng agent -cconf -f conf/replicate\_sink1\_case11.conf -n a1 -Dflume.root.logger=INFO,console

flume-ng agent -cconf -f conf/replicate\_sink2\_case11.conf -n a1 -Dflume.root.logger=INFO,console

在启动源发送的代理

flume-ng agent -cconf -f conf/failover\_sink\_case13.conf -n a1 -Dflume.root.logger=INFO,console

启动成功后，打开另一个终端输入，往侦听端口送数据

echo "hello failoversink" | nc 192.168.233.128 50000

**Load balancing SinkProcessor**

下面是测试例子

1. #配置文件：load\_sink\_case14.conf
2. # Name the components on this agent
3. a1.sources = r1
4. a1.sinks = k1 k2
5. a1.channels = c1
7. a1.sinkgroups = g1
8. a1.sinkgroups.g1.sinks = k1 k2
9. a1.sinkgroups.g1.processor.type =load\_balance
10. a1.sinkgroups.g1.processor.backoff = true
11. a1.sinkgroups.g1.processor.selector =round\_robin
13. # Describe/configure the source
14. a1.sources.r1.type = syslogtcp
15. a1.sources.r1.port = 50000
16. a1.sources.r1.host = 192.168.233.128
17. a1.sources.r1.channels = c1
19. # Describe the sink
20. a1.sinks.k1.type = avro
21. a1.sinks.k1.channel = c1
22. a1.sinks.k1.hostname = 192.168.233.129
23. a1.sinks.k1.port = 50000
25. a1.sinks.k2.type = avro
26. a1.sinks.k2.channel = c1
27. a1.sinks.k2.hostname = 192.168.233.130
28. a1.sinks.k2.port = 50000
29. # Use a channel which buffers events inmemory
30. a1.channels.c1.type = memory
31. a1.channels.c1.capacity = 1000
32. a1.channels.c1.transactionCapacity = 100

**拦截器**

**Body TextSerializer**，别名：text。这个拦截器将把事件的body部分写入到输出流中而不需要任何转换或者修改。事件的header将直接被忽略。

1. #配置文件：body\_case15.conf
2. # Name the components on this agent
3. a1.sources = r1
4. a1.sinks = k1
5. a1.channels = c1
7. # Describe/configure the source
8. a1.sources.r1.type = http
9. a1.sources.r1.port = 50000
10. a1.sources.r1.host = 192.168.233.128
11. a1.sources.r1.channels = c1
13. # Describe the sink
14. a1.sinks.k1.type = file\_roll
15. a1.sinks.k1.channel = c1
16. a1.sinks.k1.sink.directory = /tmp/logs
17. a1.sinks.k1.sink.serializer = text
18. a1.sinks.k1.sink.serializer.appendNewline =false
20. # Use a channel which buffers events inmemory
21. a1.channels.c1.type = memory
22. a1.channels.c1.capacity = 1000
23. a1.channels.c1.transactionCapacity = 100

#敲命令

flume-ng agent -c conf -fconf/body\_case15.conf -n a1 -Dflume.root.logger=INFO,console

启动成功后，打开另一个终端输入，往侦听端口送数据

curl -X POST -d '[{"headers":{"looklook1" : "looklook1 isheader","looklook2": "looklook2 isheader"},"body" : "hellolooklook5"}]' http://192.168.233.128:50000

**Timestamp Interceptor**

官网说Flume 可以在事件传输过程中对它进行修改与删除，而这个都是通过Interceptor进行实现的，实际都是往事件的header里插数据。而Timestamp Interceptor拦截器就是可以往event的header中插入关键词为timestamp的时间戳。

**下面是测试例子**

1. #配置文件：timestamp\_case16.conf
2. # Name the components on this agent
3. a1.sources = r1
4. a1.sinks = k1
5. a1.channels = c1
7. # Describe/configure the source
8. a1.sources.r1.type = syslogtcp
9. a1.sources.r1.port = 50000
10. a1.sources.r1.host = 192.168.233.128
11. a1.sources.r1.channels = c1
13. **a1.sources.r1.interceptors = i1**
14. **a1.sources.r1.interceptors.i1.preserveExisting= false**
15. **a1.sources.r1.interceptors.i1.type = timestamp**
16. # Describe the sink
17. a1.sinks.k1.type = hdfs
18. a1.sinks.k1.channel = c1
19. a1.sinks.k1.hdfs.path =hdfs://carl:9000/flume/%Y-%m-%d/%H%M
20. a1.sinks.k1.hdfs.filePrefix = looklook5.
21. a1.sinks.k1.hdfs.fileType=DataStream
23. # Use a channel which buffers events inmemory
24. a1.channels.c1.type = memory
25. a1.channels.c1.capacity = 1000
26. a1.channels.c1.transactionCapacity = 100

## **Host Interceptor**

该拦截器可以往event的header中插入关键词默认为host主机名或者ip地址（注意是agent运行的机器的主机名或者ip地址）

**下面是测试例子**

1. #配置文件：time\_host\_case17.conf
2. # Name the components on this agent
3. a1.sources = r1
4. a1.sinks = k1
5. a1.channels = c1
7. # Describe/configure the source
8. a1.sources.r1.type = syslogtcp
9. a1.sources.r1.port = 50000
10. a1.sources.r1.host = 192.168.233.128
11. a1.sources.r1.channels = c1
13. a1.sources.r1.interceptors = i1 i2
14. a1.sources.r1.interceptors.i1.preserveExisting= false
15. a1.sources.r1.interceptors.i1.type =timestamp
16. a1.sources.r1.interceptors.i2.type = host
17. a1.sources.r1.interceptors.i2.hostHeader =hostname
18. a1.sources.r1.interceptors.i2.useIP = false
20. # Describe the sink
21. a1.sinks.k1.type = hdfs
22. a1.sinks.k1.channel = c1
23. a1.sinks.k1.hdfs.path =hdfs://carl:9000/flume/%Y-%m-%d/%H%M
24. a1.sinks.k1.hdfs.filePrefix = %{hostname}
25. a1.sinks.k1.hdfs.fileType=DataStream
27. # Use a channel which buffers events inmemory
28. a1.channels.c1.type = memory
29. a1.channels.c1.capacity = 1000
30. a1.channels.c1.transactionCapacity = 100

增加一个拦截器，类型是host,h将hostname作为文件前缀。

#敲命令

flume-ng agent -c conf -f conf/time\_host\_case17.conf-n a1 -Dflume.root.logger=INFO,console

启动成功后

打开另一个终端输入，往侦听端口送数据

echo "Time&hostInterceptor1" | nc 192.168.233.128 50000

echo "Time&hostInterceptor2" | nc 192.168.233.128 50000

## **Static Interceptor**

Static Interceptor拦截器允许用户增加一个static的header并为所有的事件赋值。范围是所有事件

1. a1.sources.r1.interceptors = i1
2. a1.sources.r1.interceptors.i1.type = static
3. a1.sources.r1.interceptors.i1.key = looklook5
4. a1.sources.r1.interceptors.i1.value =looklook10

## **Regex FilteringInterceptor**

Regex Filtering Interceptor拦截器用于过滤事件，筛选出与配置的正则表达式相匹配的事件。可以用于包含事件和排除事件。常用于数据清洗，通过正则表达式把数据过滤出来。

excludeEvents 为true的时候为排除所有匹配正则表达式的数据。

下面是测试例子

1. #配置文件：regex\_filter\_case19.conf
2. # Name the components on this agent
3. a1.sources = r1
4. a1.sinks = k1
5. a1.channels = c1
7. # Describe/configure the source
8. a1.sources.r1.type = syslogtcp
9. a1.sources.r1.port = 50000
10. a1.sources.r1.host = 192.168.233.128
11. a1.sources.r1.channels = c1
12. a1.sources.r1.interceptors = i1
13. a1.sources.r1.interceptors.i1.type =regex\_filter
14. a1.sources.r1.interceptors.i1.regex =^[0-9]\*$
15. a1.sources.r1.interceptors.i1.excludeEvents =true
17. # Describe the sink
18. a1.sinks.k1.type = logger
20. # Use a channel which buffers events inmemory
21. a1.channels.c1.type = memory
22. a1.channels.c1.capacity = 1000
23. a1.channels.c1.transactionCapacity = 100
25. # Bind the source and sink to the channel
26. a1.sources.r1.channels = c1
27. a1.sinks.k1.channel = c1

我们对开头字母是数字的数据，全部过滤。

****#敲命令****

flume-ng agent -c conf -f conf/regex\_filter\_case19.conf-n a1 -Dflume.root.logger=INFO,console

启动成功后，打开另一个终端输入，往侦听端口送数据

echo "a" | nc192.168.233.128 50000

echo "1222" |nc 192.168.233.128 50000

echo "a222" |nc 192.168.233.128 50000

**taildir配置：**

agent1.sources=source1

agent1.sinks=sink1

agent1.channels=channel1

# Describe/configure source1

agent1.sources.source1.type=TAILDIR

agent1.sources.source1.positionFile=/opt/apache-flume-1.8.0-bin/taildir\_position.json

agent1.sources.source1.filegroups=f1

agent1.sources.source1.filegroups.f1=/opt/log/.\*log.log

agent1.sources.source1.fileHeader = true

agent1.sources.source1.filegroups.f1.headerKey1=value1

#

### Describe sink1

##agent1.sinks.sink1.type=file\_roll

##agent1.sinks.sink1.sink.directory=/opt/apache-flume-1.8.0-bin/logs

#

##agent1.sinks.sink1.type=logger

#

agent1.sinks.sink1.type = org.apache.flume.sink.kafka.KafkaSink

agent1.sinks.sink1.kafka.topic = ftopic

agent1.sinks.sink1.kafka.bootstrap.servers = hadoop-5:6667,hadoop-6:6667,hadoop-7:6667

agent1.sinks.sink1.kafka.flumeBatchSize = 20

agent1.sinks.sink1.kafka.producer.acks = 1

#agent1.sinks.sink1.kafka.producer.linger.ms = 1

#agent1.sinks.sink1.kafka.producer.compression.type = snappy

## Use a channel which buffers events in memory

agent1.channels.channel1.type=file

agent1.channels.channel1.checkpointDir=/opt/apache-flume-1.8.0-bin/checkpoint

agent1.channels.channel1.dataDirs=/opt/apache-flume-1.8.0-bin/data

#agent1.channels.channel1.capacity=60

#agent1.channels.channel1.transactionCapactiy=10

#

## Bind the source and sink to the channel

agent1.sources.source1.channels=channel1

agent1.sinks.sink1.channel=channel1

flume-ng agent -n a1 -c conf -f conf/example.file -Dflume.root.logger=DEBUG,console