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为什么还要使用ROC和AUC呢？因为ROC曲线有个很好的特性：**当测试集中的正负样本的分布变化的时候，ROC曲线能够保持不变。**

在实际的数据集中经常会出现类不平衡（class imbalance）现象，即负样本比正样本多很多（或者相反），而且测试数据中的 正负样本的分布也可能随着时间变化。

**准确率(accuracy)**,其定义是: 对于给定的测试数据集，分类器正确分类的样本数与总样本数之比。

是最常见的evaluation metric但在正反例不均衡的情况下尤其是我们对少数的类更感兴趣的时候，如fraud detection(欺诈监测)，癌症检测。

在测试集里，有100个sample，99个反例，只有1个正例。如果我的模型不分青红皂白对任意一个sample都预测是反例，那么我的模型的accuracy是 正确的个数／总个数 = 99/100 = 99%。你拿着这个accuracy高达99%的模型屁颠儿屁颠儿的去预测新sample了，而它一个正例都分不出来，有意思么。。。

也有人管这叫accuracy paradox。

**精确率(precision)**的公式是P = {TP}/{TP+FP} 它计算的是所有"正确被检索的item(TP)"占所有"实际被检索到的(TP+FP)"的比例

**召回率(recall)**的公式是 R = TP}/{TP+FN},它计算的是所有"正确被检索的item(TP)"占所有"应该检索到的item(TP+FN)"的比例。

**F1值:**是精确率和召回率的调和均值，即F1=2PR/(P+R)，相当于精确率和召回率的综合评价指标。

**Fα值**:为F1值的变体， (α²+1）PR/(α²P+R)，利用α给P和R赋予不同的权重，若α=1则为F1值。

也有人会用Gini系数来评价模型，其实Gini系数与AUC所表示的意义相同，只是计算方式不同。Gini系数指ROC曲线与中线（上图红线）围成的面积和中线（上图红线）之上的面积（0.5）的比例，两者之间换算公式为Gini=2\*AUC-1。

在评价模型时还会用到KS（Kolmogorov-Smirnov）值，KS=max(TPR-FPR)，即为TPR与FPR的差的最大值，KS值可以反映模型的最优区分效果，此时所取的阈值一般作为定义好坏用户的最优阈值。上图ROC曲线的KS值为0.45，此时TPR=0.79，FPR=0.34。

当然，阈值的选取还要考虑应用场景及业务要求，对于FPR不敏感而对TPR敏感的场景，可以适当减少阈值以增加TPR。

如精准营销领域的商品推荐模型，模型目的是尽量将商品推荐给感兴趣的用户，若用户对推荐的商品不感兴趣，也不会有很大损失，因此此时TPR相对FPR更重要。

再比如反欺诈领域的欺诈预测模型，由于模型结果会对识别的坏人进行一定的处置措施，FPR过高会对好人有一定干扰，造成误杀，影响客户体验，因此模型需保证在低于一定FPR的基础上尽量增加TPR。

**PRC， precision recall curve:**

PR曲线（Precision-Recall curve）和ROC曲线类似，ROC曲线是FPR和TPR的点连成的线，PR曲线是准确率和召回率的点连成的线，如下图所示。

我们又知道，Recall=TPR，因此PRC的横坐标为ROC的纵坐标。

![IMG_256](data:image/jpeg;base64,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)

****这个面试的时候也经常会问，让你比较某几个算法的适用条件，数据、特征量到什么规模时选用哪种算法。****

****（1）决策树****

适用条件：数据不同类边界是非线性的，并且通过不断将特征空间切分为矩阵来模拟。特征之间有一定的相关性。特征取值的数目应该差不多，因为信息增益偏向于更多数值的特征。

优点：1. 直观的决策规则；

1. 可以处理非线性特征；
2. 考虑了变量之间的相互作用。

缺点：1.容易过拟合（随机森林）；

2.处理缺失数据时的困难。

****（2）   SVM****

适用条件：特征空间大，可以处理非线性的特征。

优点：

1. 可以处理高维特征；
2. 使用和函数应对非线性特征空间；
3. 分类面不依赖所有数据；
4. 对缺失的一些数据并不敏感。

缺点：1.对于大量的预测样本，效率会很低；

2.需要找合适的核函数。

****（3）   LR****

适用条件：数据线性分布；

优点：1.模型简单，训练速度快；2.逻辑回归广泛应用与工业问题上。

缺点：1.特征空间大时性能不好；2.对于非线性特征需要转换；3.依赖于全部数据。

****（4）   三者对比：****

模型复杂度：SVM支持核函数，可处理线性非线性问题;LR模型简单，训练速度快，适合处理线性问题;决策树容易过拟合，需要进行剪枝

损失函数：SVM hinge loss; LR L2正则化; DT adaboost 指数损失

数据敏感度：SVM添加容忍度对outlier不敏感，只关心支持向量，且需要先做归一化; LR对远点敏感

数据量：数据量大就用LR，数据量小且特征少就用SVM非线性核

****（5）   神经网络****

适用条件：数据量庞大，参数之间存在内在联系。

优点：1.并行分布处理能力强；2.提取数据特征；3.逼近复杂的非线性关系。

缺点：1.需要大量参数；2.学习时间过长；3.不能观察之间的学习过程，输出结果难以解释。

算法

**概率论方法解决问题：模型（逻辑回归）+策略（损失函数）+算法（梯度下降法）**

梯度下降法：一阶导数，计算简单

随机梯度下降：针对梯度下降的全局迭代，每次迭代一条记录，因为大数据量的情况下可能不需要全局数据就可以迭代到一个稳定值，有可能很快就趋于稳定了

牛顿法：二阶导数，下降率快，求解过程矩阵分解复杂

拟牛顿法：针对牛顿法不好求解问题，使用近似矩阵代替原始矩阵，方便求解

损失函数= 误差 + 正则化部分 表名预测和真值间的差异

机器学习或者统计机器学习常见的损失函数如下：

1.0-1损失函数 （0-1 loss function）

L(Y,f(X))={1,0,Y ≠ f(X)Y = f(X)L(Y,f(X))={1,Y ≠ f(X)0,Y = f(X)

2.平方损失函数（quadratic loss function)

L(Y,f(X))=(Y−f(x))2L(Y,f(X))=(Y−f(x))2

3.绝对值损失函数(absolute loss function)

L(Y,f(x))=|Y−f(X)|L(Y,f(x))=|Y−f(X)|

4.对数损失函数（logarithmic loss function) 或对数似然损失函数(log-likehood loss function)

L(Y,P(Y|X))=−logP(Y|X)L(Y,P(Y|X))=−logP(Y|X)

1. Margin大小

使用这些目标函数的时候有时会过拟合，此时常对模型参数做一定限制，使模型更简单，称为正则化。

L1正则化：目标函数加上||w||1(参数向量w的L1范数)

L2正则化：目标函数加上1/2||w||2(参数向量w的L2范数的平方的一半)

L1正则化的优点是优化后的参数向量往往比较稀疏；L2正则化的优点是其正则化项处处可导。

**1、逻辑回归：**

**逻辑回归中，采用的则是对数损失函数**。如果损失函数越小，表示模型越好。

算法使用的是梯度下降算法。

在逻辑回归的推导中，我们**假设样本是服从伯努利分布(0-1分布)的，然后求得满足该分布的似然函数，最终求该似然函数的极大值。整体的思想就是求极大似然函数的思想。**而取对数，只是为了方便我们的在求MLE(Maximum Likelihood Estimation)过程中采取的一种数学手段而已，因为似然函数的损失函数不好求导，取对数方便计算。

**2、线性回归**

采用平房损失，即最小二乘法。

梯度下降求解

**3、SVM**

它是一种二类分类模型，其基本模型定义为特征空间上的间隔最大的线性分类器，即支持向量机的学习策略便是间隔最大化，最终可转化为一个凸二次规划问题的求解，**使用拉格朗日函数求解**。

分类函数f(x) = w.x + b（w.x表示w与x的内积）中的两个参数w和b，通俗理解的话w是法向量，b是截距

![捕获](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQEAYABgAAD/4RDYRXhpZgAATU0AKgAAAAgABAE7AAIAAAAHAAAISodpAAQAAAABAAAIUpydAAEAAAAGAAAQyuocAAcAAAgMAAAAPgAAAAAc6gAAAAgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAOWwj+iigQAAAAWQAwACAAAAFAAAEKCQBAACAAAAFAAAELSSkQACAAAAAzg3AACSkgACAAAAAzg3AADqHAAHAAAIDAAACJQAAAAAHOoAAAAIAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAyMDE4OjA2OjE1IDE1OjE3OjA2ADIwMTg6MDY6MTUgMTU6MTc6MDYAAAAPXIGIAAD/4QsZaHR0cDovL25zLmFkb2JlLmNvbS94YXAvMS4wLwA8P3hwYWNrZXQgYmVnaW49J++7vycgaWQ9J1c1TTBNcENlaGlIenJlU3pOVGN6a2M5ZCc/Pg0KPHg6eG1wbWV0YSB4bWxuczp4PSJhZG9iZTpuczptZXRhLyI+PHJkZjpSREYgeG1sbnM6cmRmPSJodHRwOi8vd3d3LnczLm9yZy8xOTk5LzAyLzIyLXJkZi1zeW50YXgtbnMjIj48cmRmOkRlc2NyaXB0aW9uIHJkZjphYm91dD0idXVpZDpmYWY1YmRkNS1iYTNkLTExZGEtYWQzMS1kMzNkNzUxODJmMWIiIHhtbG5zOmRjPSJodHRwOi8vcHVybC5vcmcvZGMvZWxlbWVudHMvMS4xLyIvPjxyZGY6RGVzY3JpcHRpb24gcmRmOmFib3V0PSJ1dWlkOmZhZjViZGQ1LWJhM2QtMTFkYS1hZDMxLWQzM2Q3NTE4MmYxYiIgeG1sbnM6eG1wPSJodHRwOi8vbnMuYWRvYmUuY29tL3hhcC8xLjAvIj48eG1wOkNyZWF0ZURhdGU+MjAxOC0wNi0xNVQxNToxNzowNi44NjU8L3htcDpDcmVhdGVEYXRlPjwvcmRmOkRlc2NyaXB0aW9uPjxyZGY6RGVzY3JpcHRpb24gcmRmOmFib3V0PSJ1dWlkOmZhZjViZGQ1LWJhM2QtMTFkYS1hZDMxLWQzM2Q3NTE4MmYxYiIgeG1sbnM6ZGM9Imh0dHA6Ly9wdXJsLm9yZy9kYy9lbGVtZW50cy8xLjEvIj48ZGM6Y3JlYXRvcj48cmRmOlNlcSB4bWxuczpyZGY9Imh0dHA6Ly93d3cudzMub3JnLzE5OTkvMDIvMjItcmRmLXN5bnRheC1ucyMiPjxyZGY6bGk+5bCP6KKBPC9yZGY6bGk+PC9yZGY6U2VxPg0KCQkJPC9kYzpjcmVhdG9yPjwvcmRmOkRlc2NyaXB0aW9uPjwvcmRmOlJERj48L3g6eG1wbWV0YT4NCiAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAKICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgIAogICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgCiAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAKICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgIAogICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgCiAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAKICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgIAogICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgCiAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAKICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgIAogICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgCiAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAKICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgIAogICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgCiAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAKICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgIAogICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgCiAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAKICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgIAogICAgICAgICAgICAgICAgICAgICAgICAgICAgPD94cGFja2V0IGVuZD0ndyc/Pv/bAEMABwUFBgUEBwYFBggHBwgKEQsKCQkKFQ8QDBEYFRoZGBUYFxseJyEbHSUdFxgiLiIlKCkrLCsaIC8zLyoyJyorKv/bAEMBBwgICgkKFAsLFCocGBwqKioqKioqKioqKioqKioqKioqKioqKioqKioqKioqKioqKioqKioqKioqKioqKioqKv/AABEIAIQBhgMBIgACEQEDEQH/xAAfAAABBQEBAQEBAQAAAAAAAAAAAQIDBAUGBwgJCgv/xAC1EAACAQMDAgQDBQUEBAAAAX0BAgMABBEFEiExQQYTUWEHInEUMoGRoQgjQrHBFVLR8CQzYnKCCQoWFxgZGiUmJygpKjQ1Njc4OTpDREVGR0hJSlNUVVZXWFlaY2RlZmdoaWpzdHV2d3h5eoOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4eLj5OXm5+jp6vHy8/T19vf4+fr/xAAfAQADAQEBAQEBAQEBAAAAAAAAAQIDBAUGBwgJCgv/xAC1EQACAQIEBAMEBwUEBAABAncAAQIDEQQFITEGEkFRB2FxEyIygQgUQpGhscEJIzNS8BVictEKFiQ04SXxFxgZGiYnKCkqNTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqCg4SFhoeIiYqSk5SVlpeYmZqio6Slpqeoqaqys7S1tre4ubrCw8TFxsfIycrS09TV1tfY2dri4+Tl5ufo6ery8/T19vf4+fr/2gAMAwEAAhEDEQA/APpGiiigAooooAKKKKACiiigAooooArXWp2NjLHHe3tvbyShmjSWVULhRliATzgcn0p9rd219bLcWVxFcwPnbLC4dWwcHBHHUEVzviDw42seMPD901rHJaWMr3VxI7Dl0RlgXH+9M78Dqgz2o8A6dq2maFNFrlukFzNdz3LhZA5Z5ZWkY8EgKC+1R1wuT1xQB1FFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRVd9Qs43KPdwKynBUyAEH86nVgyhlIIIyCO9AC0UUUAFFFFABRRRQAUUVm+IdesvDHh2+1rVXKWllCZZCoyTjoo9ycAe5oA0qK4Lw1pOseMdJg17xfqN/aC+QTWuk6deSWsdrEwygd4iru5GCctgZwFFWvCGm67ZeMPEn9q6je3elwNBb6ULlicJs8xzn+M7nC7zk4TBOc0AdnRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABVa81Kx0/Z9vvbe1352edKqbsdcZPPWrNeYfG20t9asfDXhpoY5J9a1mGAsVBZIFO+Uqeo4Vc0AekWl9aX8RksbqG5jVtpeGQOAeuMjvyKnqkE07QtPdo4rextI/nfy0CKO2cD8Kj0nxBpOvWbXejahBfW69ZYH3L+Y+lAGjRWDbeOPC93N5Vvr1g7+aIcecB+8OMJz/FyOOvIreoAKKytX8RWWiyxx3kGpSNIpZTZ6Xc3QH1MUbAH2OKz/APhPdI/58/EH/hOah/8AGKAOlrwv4p+KvGvgD4gWF5eeIb1PBWpShGaztLYy2jY5Tc8TZx94Z5IBHUZr2+0uUvLOK5hWVY5UDqJomicA+qMAyn2IBFZvinwzp3jDwzeaHrEXmWt0m0kfeRuqup7EHBFAGZa6BqF9Zw3Vn8Qddnt50EkUscWnlXUjIIP2XkEUy88J+I3tyNP+IWswTdnnsrGVR/wEQL/OvMvhH4m1D4f+Mrj4VeNJcbHLaPdvkLIrchAT2bqvo25euAPeqAOF8DT+L9L1zUPD/j3UI9WlYfatN1KKBYlniGFdCqgBWUlTjnO/qQK7BtTsE1FLBr23F44JW2Mq+YwAzkLnPTmrVcB4os7dfjR4FvEhRbhk1BHkCgM48lcAnvjt6ZNAHf0VyL+PBNFql5pGk3Go6ZpMrw3V1HIqlmj/ANYIkPL7e/TJBAzUlz49sZLzSrHQIH1e81WzN/bJE6xr9nGPnZm6ZJAA5OfTrQB1VVrXUbW9uLmC1lEr2riObaDhHxnbnoSARkDpkZrhovibLqXgbxB4js9HmtLTTrKaW3mnlRi80e9WjZFJ2lWQdyCGBzXQ+GdBjtfAGn6VNJOC1qrXMsUzRySSv88j71IYMzliSCOpoA6AMCSAQSDg+1LXmXweiFvqfju3WSaRIPEUsSNPM0r7VRAAXcljwOpJNem0AFFZD3cw8aQ2gkP2c6fJKY+xYSIAfyJrXoAKK5LUvHYh1LVrPRdJn1d9EjWTUWilSMRll3CNNx+d9ozjgDgZycVetotI8ZaXY65a3OoG2u7dJITb39xbAoeRlI3UZ55yM9u1AG1dXUFlbPcXcqQwp953OAOcD9eKz5fFGhQWaXc2r2aW8kAuVkaYbWiLBQ4PoWYDPqRVW78LxLomoW2mz3RubiBlhe9vp7lY5AMo4EjNghsHIGeK5bSvBOrxTNb3llYxWE2mWWlhVuS5gggLmUAbBkuWwDnjgnkYIA+zsNC1T4nTWMBtZodN0p0blGaWe5lJlY/3nAhBJ7eZ712FxqujeHLe2s72/t7JEjVIlmkC4UfKuc9OcDJ6njrWriuM8WaJr+r6tCtpa6dJpkVxZ3Mm5yk8/kytIYycEbQ2xgPZvXgA6yyvrXUrOO7sJ47iCTOySNsg4OD+RBH4VU/4SPRs3mdTtR9hdUuSZQPJZm2gN6ZYEfUEdRXORzyWPjPw/odxaaXFGtrNdJHbQEeRLyv7s9sh2GcDIDk4yAOTWI6x4xuNN0mKG6tLnX47i5MQMZtreyRcQvGVGAbiM4PRt5IzzgA9hqrp2pWmq2puLCYSxq7RtwVZHU4ZWU8qQRgg81keC9TOs6Rc3zhVklvJQwS4aVflO1SNxO0FVVgBgEENgbqzoZjpXxlnsY/lt9c0r7YV7faIHWNmHuY3jB/65igDsqKKyHu5h40htBIfIOnySmPsWEiAH8iaANeuF+M/h3UPFPwn1fTNGjaa8IjmSFesuyRXKj3IBwO5xXdU1pUQ4d1U+hOKAOV034jeGNQ06M6depJebABpEY/0xGx/qzB95SOnIAHXOOa39HGoDS421hkN47M7rHjbGGYlYwR12qQue+M96s+fD/z1j/76FKssbNhZFJ9AwoAgi1K0n1S506KYNd2scck0WDlFk3bD+Oxvyp1jfW+pWUd3ZP5kMmdrbSM4JB4PPUGsjTP+R617/r2s/wD2rWJp/iaHw18PbK4kt3uZPLuJhEjBcRxl3d2Y8BQB19SB3oA7qqt5qVpp81nFdzCN72f7PbggnzJNjPt4/wBlGP4VhweObC5vPDFtDbXRk8SWr3duCqgwRrEshMgzx95V4zyayovEMXi2x8M6p/Z89i6a9LCbe6UeZE8aXEbZxwDwRx6kUAdXdajukv7DTGik1a3tFuEhlyFG/wAxYix9C0TDjnj6Vy/hzUfEUfjn+x9Vu2v4P7HS7vSUjIsbsuAIVkREDKy7yAw3YQHODWjDFM3xJ8QGB1id9EsFjkZdwVvOveSuRnGRxkZqLwp4T1bw/fNLqPiM6lCySboVsxD5krspMrsGJdsLgZ6AkDjAoA6yiiigAooooAKKKKACvL9bsfFOo/FvR/ED+FZ5tL0O2uI7dFvbcPJNJ8pkwXGF2AdefavUKKAOR0VPEGseMJtV8RaSNJsrG3MOnW7XCTPI0hzJK2wkAgKqgdgzc81gfB3VLfSvgb4Va4PNwwt40BG5me4ZeB3xkk+wJr0i6tbe+tZLa9gjuIJBh4pUDKw9CDwayLbwR4Us54ZrTwzo8EtuSYZIrCJWjJ67SF4/CgDy3xFJNH4H8fmSW2OkP4geHUUEf79InECu6MTt3AMCAy9s+le0WghS1SG3k8xIQIsl95BUYwT6/WqcXhzRIYbiGHR9PjiulKzolqgWUHqGGPmB96t2Vja6baLa6fbx20CElY4lCqMnJ4HqSTQBW1HTbq9lR7bWr7TlVcFLZIGDe58yNjn6EVT/ALA1L/obdY/79Wf/AMYrcooAitongto4pZ5Ll0XBmlChnPqdoAz9AKkZgqlmICgZJJ6UteT/ABH8bZ8Rp4Zu9E8RS6GqeZqM2n6bI/2z0t1bgeWed7AnONo6k0AaQ0LTvib4xsPEt7YRPo2iMw02V0+a/kyMyH/pipHyf3jlvu4z6NXmcXxo0eCFIoPCHi2OKNQqImisFUDgADPAqvffHW3hjP2HwN4wupMZAbSzGv0JyT+lAHqlcF4psdfuPih4Y1TTtCku9P0lbkTzC4iQsZkVRtDMD8uDn14xmqHww1nxJ431vUvFHibS5tGtbcfYtM06VGUoDh5JG3AFicRjdgDggd8+mUAeZaV4c1/wl4b1/wAM6bpDalFqFxcy2F8LiNY41n7ThmDgqSfuK2R6HisK50DUPDms+GPD/he2n1TVNC0N1uZrS6jtZI1kdQG3SqysrFJMIQSMZ9DXtVZep+G9M1e8iu7uGVLuFSiXNrcyW8uwnOwvGysVzztJxntQBwFhbxax8M/FPgWy0G40LU7OxdHtJpln8xp0dkkEqkh97Bs9DnPArt9B1Y33gTTtVsLdrppbCOVIEYIzNsHyfMQAc8cnirmk6Dp2hrMNNtyj3Dh55pJGllmYDALyOSzEDjkml0zSLfSGuhYl0huJjP5GRsjduWKDHAY5Yjpkk9zQBw/w40zxFouv+JG1nw/La2+tatLfxzfaoXESsowrBWJzkdgRzXdaroul67aC11vTbTUbdWDiG7gWVAw6HDAjPJ5q7RQBwj/Dvwf/AMJpDGPCGifZv7Pdiv8AZkOzf5iYONuM4z+tddpWi6XoVq1tomm2enW7OXaK0gWJC2AM4UAZwBz7VdooA8wfwMdH8fa9qk3hW28UadrjxzpuWAzWcwG11ImIBRuDlTkYI2nrXoGh2J03Q7S0a2s7RoowDb2MeyGI9dqD0GcZ4z1wM4q/RQAUUUUAFFFFABjnPekAAzgAZ5PvS0UAQ2tnbWURisreK3jLFykSBQWPU4HeuOZTqXx0ieL5odG0N1mZeiy3EqlUPvshJx7j1rt6z9I0a30eO48lpJp7qYz3NzMQZJnPGWIAHAAUAAABQB0oAfqmjaZrloLXWtOtNRtwwcQ3cCyoGHQ4YEZ5rkX+Hfg//hNIYx4Q0T7N/Z7sV/syHZv8xMHG3GcZ/Wu7ooApaVoul6FatbaJptnp1uzl2itIFiQtgDOFAGeBz7VT1nwh4d8RXEc+vaHp+pTRpsR7q3WQquc4BI4GTWzRQB5tdaR8ILHUxYXmi+HoZjL5G59PUReb/wA8/M27A/8As5z7V1el+BvCuiagl9o3h3TLG7jBCT21qiOoIwcEDPINcD438KQaV8N7rwFoDXer6l4gu2lt4buUOYAZVeSUkAbIk9f7zDqTXqemWj2Gk2lpJM0728CRNKw5kKqBuP1xmgDJ0z/ketf/AOvez/8AatctqOhah4m+A1zo+jFBeXULKgdtodRPlkz23KCuenNd1b6TDba5e6okkpmvYoYpEZsooj34KjsTvOT3wPSnaTpkWj6XDY2zu8cWdrSEFjkk84A9aAOAWy8Rx/EiDxNF4Um+xR6MdMtbNru3Elu/mK5d8OVCEAL8pdsL05xWxc6d/Yln4SsbiZJLg6uXmk+7507wzySMB7sXbHpXZ1n6no1tqtzps9yZA+m3f2uHYcZfy3j59Rtkb9KAMXzLv/hYHiNNPWJrpdCsWgEpIUyGW92hiO2QKo+HNR8Qx+Ov7G1S9OoQro0dzfHZGRZXZYDyldETKsu5gGG7Cg8A4rp20dU1e/1W1maO9vLOK03Ou5EETSsjbeM8zNnnnA6VheEfCGs+Hr95tU8UPq0LRuPJ+wpBukYqTK7KSXbCYyegJoA66iiigAooooAKKKKACiiigAooooAKKKKACiiigArE8S65FpUNtbLqENle3s0cNs81u8y5aRE5C4xkuFBJAywrbrnPFXh271y80eayngh+w3RnfzEySdjKjDg5KM24KeCQMnjkAuXHi3w5Z3Mlvd+INLgnjbbJFLeRqyH0IJyDWd4k8VCLwHrGu+E7/Tb99Ntpp2bf50ZMcZcr8jcE4HfvWxLpl1JK7prV9ErEkIiQYX2GYyfzNZnibQdS1XwVquiWd+J5tSt5bZp74KPKSSMoSBGgzjOcEevNAGvo91JfaHYXc+PMnto5X2jAyygnH51crO0C1vLDQbOz1HyDPbxLETASVIUYB5APQVo0AFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQB5nc/DvxxJqGqXdt8Q4LZ9SJEjLoKM6R8hY1dpSQqgnA9ST1JJ9EsLRbDTbazjO5beJYlPqFAH9KsUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUjusaM7sFVRksTgAetZ3/AAkmh/8AQZ0//wACk/xoAw9T+Ithpl1q8Mml6nKuj2hvbmWOOML5IMilhucHrE4AIBbGVBHNdZHIJYkkTO11DDIwcGuG1XTPDuqx6/v8T2aPrT2+9vPjYRxwhcR4z8ykh8jjiRhx1ro7TXNDtbOKA6/ZzGNQDLLeIWc9yTnv+XpQBsUU2ORJY1kiZXRwGVlOQwPQg06gAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigArF/4THw3/aBsRr2nG5EgiaMXKEq56IeeGPoea5D4j6ne6t4w8O/D/TZ5rWPWC9zqdxC5R1tIxkorDkbyCpP+Jrs7nw7p3/CJXHh+zs7eCwktWtkt1UKiqVIxjHvQBfs7221C2FxYzpPCWZBJGcqSrFWGfYgj8KnrH8I6CvhfwbpOiIVb7BaRwsy9HYL8zfi2T+NbFABRRRQAUUUyaeK3jMlxKkSDqzsFA/E0APopAQygqQQeQR3ooAWqer6g2laTcXyWVxfGBd5gtzGHYdyC7KvAyeWHA9eKuVxXxg1ptC+EuvXEJPnz2/2SEL94vKRGMe43E/hQBf8HeNYvG2nxajp2jana6bPGXhvLsQqkuG2kBVkZ85B5KgcdeldNXPaLbWvgjwLo+nXB2pZwW1l8gyXlYrGMe5dv1qovjO5uBLc2Gki5sItWGlPItyPNR/tAgdzHt4VWJP3skAHABzQB1lFc3pHiq41LxVrOgz6Ytpc6XHHJua53CdZASjL8udvykE9iMYrMvviHcaX4X0/xBqOhtFYXkyKxS6DtDEwyJiNoyu0MxGcgD34AO3ormvFfjBPDN1o9qlk17catdraxASBFQsQAzNg8ZI7evpXSDO0bhg45AOaAForm9Tv/EEWpTJYXXh9LdSNi3UkgkHHO7HHXNQQ6j4nM8YlvPDJjLDcEll3Yzzj3oA6mSNJY2jlVXRwVZWGQwPUEV816lpFv8Cfiwl3dWEN54I199pEsIl+xtnOBkEgrnI/vISOSvH0tWJ4w8Kad418LXmh6um6C5X5XA+aJxyrr7g/1HQ0ASw6D4euII57fSdMlikUOjpbRlWUjIIOORWRrfws8EeILWSHUPDOnAuMedb26wyr7h0ANcJ8DtT8RaDrGr/DbxPbTTHQwJLW+VSYxEx+VC3oQdy98bh/DivaKAOf8E6FeeGPDMWh3lz9rhsHaGzuGPzvbjmMOOgZQdnHUKD3wOgorybTtS8X3uqeO7SbxRMkHh5h9kljs7cSSMYfM2vlCNo4zgAnPUY5APWaK8ktfGHieLwn4J8T32pJK+v6jZ2dzYJbosCxz5XcpwXD9G+9jqMVf8W+IdWtfE+t21l4neAWmnLPa2GmaeLmSKQKWLXJaNgqHAwNykjpg8kA9Morzi/1Xxb4j+EuneKfC+pxaZqT6cl5LaGKNopvlDMoZwdhwDg5x6+tWvh7quseLlfxQdeZ9DuZGFnppt4Q6KBtbzXUZDbwxCg8DGepAAOlsddOpeI7+wsoQ1rpu2O5uSeDOwDeWo77VILHtuUeuKdt490S6ntRG9wLW9uDbWt80DC3nlyRsV/cqQCeGPAJyK5bwhPMvwF1PVYyy3t3Fqd68g+8ZWkmOfqMAfhXL6+7w/speHJICVlRNNaMr1DeamCPegD3WsLxR4z0LwbYNd+IL37OgQuEVGd2A9AAe5Az05rdrz/46f8AJEvEf/XGP/0alAHewyrPBHLHnbIoZc+hGafVbTP+QTaf9cE/9BFVdS1yPTLgRSWOo3BKht1rZvKv0yo68dKANOisCHxdBPeRW66RramVwgd9MlVFycZLEcD1NaerG/8A7MlGkCP7YxVEaT7sYLAM5HfaCWx3xjvQBcrM1vSV1iK2huJ5IrWKYTTrHI0ZlAU4XcpBA3EE887cdDXm1j478Qz/AA/0u7hu1mvNd8RCw0u5lhTe1p5xHmOqgLny43OQBwR+PUx2msa94g8VaXe65NFpiPAlt9iijWSIPCTJEzMjZzuVs9RuGCOlAGL8P/Dya34atfEBurxHutVlv7bddysFthM3lR4LYKlFU8+tem1meHdDj8N6FbaTbXVxc21pGsUBuNm6ONVCqvyKuQAOpyfUmuT+I+s+I9A0W81fTL1bd4Lm2t9PshGjrfPI6KfNJBYDLEAKVI2E5OQAAd/RXN+H4vE2nLq58SXcWpRrKGsPJVVkZNgyCAFUZbOBzjux61nfEDxBq2jeApdZtmfSfJtGuJ2YRySxybQI4ACGUlpGVSeRgHHJBAB2tVtRkvIdOml023S5ukXdHBJJsEhH8O7nBPTPY1x0fiPXf+Ew8HeHp2hW7m0yXUNcVYxwFjVAF/ugzP8A+O4712NhdS3lsZbizls28x0EcrKWKqxAb5SRhgAw5zg880ARaLrFrr+i2uqaeWNvcpvUOuGU9CrDswIII7EGr1cT8OX8u/8AGVgrbo7XxFO0e05VRLHHKR9d7uSO2a6TUNaj065EL2OoTkqG321q8i9TxkDrx0oAvxzRzBjDIsgVijbWzhhwQfcU+uK8NeJYo7fUQdM1Zt2pXLfLYSHGZDx0612UUnmwpIFZN6htrjDDPYjsaAON8W+FNSuPGGjeL/Df2eXUtLSS3ltLlyiXUD9VDgHaw5IJBGetaMltq/iRYoNXsY9L05XSSeAzCaW5KkMEO0bVTcBnklgMYAJzHdeN1tbya3/4RrxHN5MjJ5kOnFkfBxlTnkHsai/4T9f+hV8Uf+Cw/wCNAHW1y0Xi+WTwBoHiI2qCTVjpwaHecR/apIkOD32+bn3xWtomtDW7WSYadqFh5b7dl/b+UzcZyBnke9cfZQKPgz4Lhf5gn9ic9MlZrcg/mKAPQ6K4TVdd1+3+Kuh6PBcRpa3rzu9qEVh9ljiGZWbG4OZXCgA4wvINZMfinxRrfhTUtY0i+ggH/CTJZ6eGgVhLaidICMnuzbzu7AduoAPQLLU3uta1OyaNVWyaIKwPLb03c1zIu7LxR4T8M+K9Win3tbi5h0qAq6XUs0JAjKsPmIDHByuOSSBmtjR/+Rv8R/79v/6KFYmkaD4a1b4X+HV8U2Gnz2dtZQmMXqr5cZKAcZ4HpQBpfDjSptD8B2Om3Vwk81u0yv5bFkhPmufKUnqEzsz/ALPbpRW5pOm6fpGlQWWi20FrYxg+TFbqFRQTngDjkkn8aKALlcj408Bt41ktFutdvbO0tLiO6S1giiKGWMkqxLKSRz90nHFddRQBycfgm7m8RadqmteJ9R1RNOdpYLOWKGOHzCpUOQiDcQGOM9K5S/8ADS3XiBtW0TR9T0XxSdWy1xbiRLW6t1uMGSXBMbBoRkg4cnoOler0UAcD458P6rceLtH1PQImP26GXRtUdDgx2sg3iX6oVbHu+O9a/iqGCb+y9Jl0q7u7GeR4pxbQ7o4omgkiO4joPnA+n0rp6KAPHbnSPEUOi+GRq+nXl5qGnaxarLJbxGTNpaF0ErY/ifcXx1IYelewq25Q2CMjOCMEUtFAFCfQ9Jup2mudLsppXOWkkt0Zm+pIpq+HdFRw6aPYKynIItUBB/KtGigArn/E/iKfTDb6XokKXmvahkWlu5ISNR96aUjlY1zz3JIUcmt6QuI28oKXwdoY4BPbJrym28FfFCz1zUtVtvFOgi61GQGR5LB3KIM7IlJPCLk4HqSTkkmgD0Dw14dh8O6a0Qme7vLiQz3t7MB5l1Mertjp0ACjhQAB0rYrzb+xPi//ANDd4f8A/Ba3+NZeteCfjBrVq1tJ8QdPs4XGGFlZGJj/AMDA3D8CKAPUdP1Wz1RrsWMvmi0uGtpWA+XzFALAHocbsHHQgjqDXI2vw3uLSbX5YvFWo79e5uybe34bAXK/Jx8g2/jnrzW74K8MxeD/AAXpmhROJDZwhZJQP9ZITud/xYsfxrdoA89f4Us/hrRNE/4SnUhbaHdRXVmRBBuVoseWCdnIUgn3zznir3/Culj1PVru11y+gGuRxpqaKkZ88qmwspK5jLDIOOOeMHBrtKKAPO7f4SLZ+HU0Sz8U6tFY7k86PZAfPRAqpG3yfc2oAR/FznOa2tH8ENofi/U9asNau0t9UuDcXOmeVF5DPt27h8u5T0JIOWI5zXVUUAch4LtRojar4VvAMQXU91Zq44mtZ5DJx67Xd0I7YXswqC2+G8UNrp+kzarPPoGmXKXNppzRjIZGLIjydXRSRgYB+UZJ79oY0aRZGRS6ghWI5APXB/AflTqAOUh0q7j+LM+pw3uoyWcmleXPbSufs0cnmL5ZjGMFsLLux0yP71S+OPBp8caHLo9xrF3YWFwu24ito4z5uGDDllJGCvbFdNRQBn6Jp1zpWmra3epTakyHCzTRojBcABcIAO3XGea0KKKACmyRrNE8cgyjqVYeoNOooA4C3+FaWllpFtaeIb+NNBlMulAxxEQZBBDjb+84YjnBx7811+jaSmj2bxCeW6mmlaa4uZsb5pG6scAAcAAAAAAADpWhRQAVwup/C601LW7vUzrGoRSTX8GpRxbg6RXEIARsMDlQAfl6fMfRdvdUUAcH4y8JySeBr+0tludTvb+5jN1OQC7B9sTybAAD5cRJVQOCin73NHxB23fgjTtJ1bSrsQanPbw3b2sob+ztuJBIzFSGCsgHIw3Tviu8ooA8q0Xw9rN/e+LvFeqRXWpTXNmtnpVvdRi2e4iiBfaU42JJIcbW5Izu+9XXeEwvhn4c2Q1nNnFp9r++knODhRy5A+7k5IXsCB14HT02SKOZNk0ayLkNtZcjIOQfwIBoA5b4e6Zc2WhXeoahC9vea3fzanLA4w0IkIEaH/aEaoD75rq6KKAM7RdPl06G7WZkYz3k067T0V3JAPvitGiigDG8XeJrPwd4Vvdd1IE29oq5A7szBFHsNzDnnFYNn47vrbxrpnh3xLpttbtrVu8+m3ljdNNFKUG50bcikELg55ByK63U5LGHTLibV2gWyiQvO1xjy1UcktnjAxXnenzab4j+I2k+JtVuodyeZZ6BpkUis8QaNnknlGcqzIhAX+EAZ+Y4AB6celea2kjRfA7wMyHBJ0BenYz2wP6GvSqiFtAIUhEMYij27E2Dau3pgdsYGPSgDC1rwl/afiK112x1O403ULe2kszJEiOHhcqxBVwQCCoIP5gjiqXhr4e23hqKzs4NTu7nTNOmkuLKzmCYikkLEszAAvgu+0HpuzyQpHX0UAYGjf8AI3+I/wDft/8A0UK5jQzYn4Z+DNc1YzNPa6fG1vZRMAt1LLb7fLKt14LYyQByScA16IsUayO6ood8bmA5bHTPrWVrHhPQPEFrb22taPZX0FtnyYp4Qyx544HagDN+G2l/2L4BsdPa7iumgeYO0BJjjYzOTGhPVUJKA/7PbpRW/pml2OjabFp+k2kVnaQgiOCFAqJkknAHuSaKALVFFFABRRRQAUUUUAFFFFABRRRQAVx0+rvL8SZLS7srMJpunvcwXEspVoi5AGWyQA4SbtlRETzuwOxrOXQdNXXn1lbYC/kRUaXe2CACAduduQCRuxnBIzigDL/4Sz/p48P/APg5/wDtVZnixUn1zwNqIf8AezaukZ8m5Z4ihtLlvlHCnkA7sAnA9BXcVkax4X0vXrq2uNTS5eW0bfAYr2aERtgjcAjgBsMw3dcEjOKANeiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigClrGjaf4g0mbTNZtY7uynx5kMn3WwQwz+IBrF0T4beD/DmqR6lofh+0sryMEJNEp3KCMHv6GunooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigDm/+Eiu/wDhA9U1vy4ftNml40abTsPkvIq5Gc8hBnn16V0MDmW3jdsZZQTj3FFFMOi+f6D6KKKQBRRRQB//2Q==)我们再来比较一下logistic regression和SVM的（第二种）目标函数：

可以看出，二者的唯一区别就是对于单个数据点，计算损失的方法不同。  
Logistic regression中的称为log loss + L2正则；  
而SVM中的称为合页损失hinge loss + 容错项。

多分类：svm最初为二分类设计，处理多类需合理构造多类分类器

1. 直接法：修改目标函数，将多个分类面的参数求解合并到一个最优化问题中，通过求解最优化问题一次实现多分类，但是计算复杂度高，实现困难，只适用小型问题。
2. One vs rest，某个类别归于一类，其余样本另一类，k个类别构造k个svm，分类时将未知样本分类为具最大分类函数值的那个类。 这种方法有种缺陷,因为训练集是1:M,这种情况下存在biased.因而不是很实用.
3. One vs one，任意两类样本之间设计一个svm，k个类别需要k(k-1)/2个分类器，类别多时，代价很高。

**4、决策树**

是一个树状结构，可以是二叉树或非二叉树，树由节点和有向边组成，节点有两种类型：内部节点和叶子节点，内部结点表示一个特征或属性，叶子节点表示一个类

# **决策树**

## **一、  决策树优点**

1、决策树易于理解和解释，可以可视化分析，容易提取出规则。

2、可以同时处理标称型和数值型数据。

3、测试数据集时，运行速度比较快。

4、决策树可以很好的扩展到大型数据库中，同时它的大小独立于数据库大小。

## **二、决策树缺点**

1、对缺失数据处理比较困难。

2、容易出现过拟合问题。

3、忽略数据集中属性的相互关联。

4、ID3算法计算信息增益时结果偏向数值比较多的特征。

## **三、改进措施**

1、对决策树进行剪枝。可以采用交叉验证法和加入正则化的方法。

2、使用基于决策树的combination算法，如bagging算法，randomforest算法，可以解决过拟合的问题

## **三、应用领域**

企业管理实践，企业投资决策，由于决策树很好的分析能力，在决策过程应用较多。

# **KNN算法**

## **一、KNN算法的优点**

1、KNN是一种在线技术，新数据可以直接加入数据集而不必进行重新训练

2、KNN理论简单，容易实现

## **二、KNN算法的缺点**

1、对于样本容量大的数据集计算量比较大。

2、样本不平衡时，预测偏差比较大。如：某一类的样本比较少，而其它类样本比较多。

3、KNN每一次分类都会重新进行一次全局运算。

4、k值大小的选择。

## **三、KNN算法应用领域**

文本分类、模式识别、聚类分析，多分类领域

# **支持向量机（SVM）**

## **一、  SVM优点**

1、解决小样本下机器学习问题。

2、解决非线性问题。

3、无局部极小值问题。（相对于神经网络等算法）

4、可以很好的处理高维数据集。

5、泛化能力比较强。

## **二、SVM缺点**

1、对于核函数的高维映射解释力不强，尤其是径向基函数。

2、对缺失数据敏感。

## **三、SVM应用领域**

文本分类、图像识别、主要二分类领域

# **AdaBoost算法**

## **一、  AdaBoost算法优点**

1、很好的利用了弱分类器进行级联。

2、可以将不同的分类算法作为弱分类器。

3、AdaBoost具有很高的精度。

4、相对于bagging算法和Random Forest算法，AdaBoost充分考虑的每个分类器的权重。

## **二、Adaboost算法缺点**

1、AdaBoost迭代次数也就是弱分类器数目不太好设定，可以使用交叉验证来进行确定。

2、数据不平衡导致分类精度下降。

3、训练比较耗时，每次重新选择当前分类器最好切分点。

## **三、AdaBoost应用领域**

模式识别、计算机视觉领域，用于二分类和多分类场景

# **朴素贝叶斯算法**

## **一、  朴素贝叶斯算法优点**

1、对大数量训练和查询时具有较高的速度。即使使用超大规模的训练集，针对每个项目通常也只会有相对较少的特征数，并且对项目的训练和分类也仅仅是特征概率的数学运算而已。

2、支持增量式运算。即可以实时的对新增的样本进行训练。

3、朴素贝叶斯对结果解释容易理解。

## **二、朴素贝叶斯缺点**

1、由于使用了样本属性独立性的假设，所以如果样本属性有关联时其效果不好。

## **三、朴素贝叶斯应用领域**

文本分类、欺诈检测中使用较多

# **Logistic回归算法**

## **一、logistic回归优点**

1、计算代价不高，易于理解和实现

## **二、logistic回归缺点**

1、容易产生欠拟合。

2、分类精度不高。

## **三、logistic回归应用领域**

用于二分类领域，可以得出概率值，适用于根据分类概率排名的领域，如搜索排名等。

Logistic回归的扩展softmax可以应用于多分类领域，如手写字识别等。

# **人工神经网络**

## **一、  神经网络优点**

1、分类准确度高，学习能力极强。

2、对噪声数据鲁棒性和容错性较强。

3、有联想能力，能逼近任意非线性关系。

## **二、神经网络缺点**

1、神经网络参数较多，权值和阈值。

2、黑盒过程，不能观察中间结果。

3、学习过程比较长，有可能陷入局部极小值。

## **三、人工神经网络应用领域**

目前深度神经网络已经应用与计算机视觉，自然语言处理，语音识别等领域并取得很好的效果。

机器学习方法非常多，也很成熟。下面我挑几个说。

1、首先是SVM。因为我做的文本处理比较多，所以比较熟悉SVM。SVM也叫支持向量机，其把数据映射到多维空间中以点的形式存在，然后找到能够分类的最优超平面，最后根据这个平面来分类。SVM能对训练集之外的数据做很好的预测、泛化错误率低、计算开销小、结果易解释，但其对参数调节和核函数的参数过于敏感。个人感觉SVM是二分类的最好的方法，但也仅限于二分类。如果要使用SVM进行多分类，也是在向量空间中实现多次二分类。  
SVM有一个核心函数SMO，也就是序列最小最优化算法。SMO基本是最快的二次规划优化算法，其核心就是找到最优参数α，计算超平面后进行分类。SMO方法可以将大优化问题分解为多个小优化问题求解，大大简化求解过程。某些条件下，把原始的约束问题通过拉格朗日函数转化为无约束问题，如果原始问题求解棘手，在满足KKT的条件下用求解对偶问题来代替求解原始问题，使得问题求解更加容易。 SVM还有一个重要函数是核函数。核函数的主要作用是将数据从低位空间映射到高维空间。详细的内容我就不说了，因为内容实在太多了。总之，核函数可以很好的解决数据的非线性问题，而无需考虑映射过程。

2、第二个是KNN。KNN将测试集的数据特征与训练集的数据进行特征比较，然后算法提取样本集中特征最近邻数据的分类标签，即KNN算法采用测量不同特征值之间的距离的方法进行分类。KNN的思路很简单，就是计算测试数据与类别中心的距离。KNN具有精度高、对异常值不敏感、无数据输入假定、简单有效的特点，但其缺点也很明显，计算复杂度太高。要分类一个数据，却要计算所有数据，这在大数据的环境下是很可怕的事情。而且，当类别存在范围重叠时，KNN分类的精度也不太高。所以，KNN比较适合小量数据且精度要求不高的数据。  
KNN有两个影响分类结果较大的函数，一个是数据归一化，一个是距离计算。如果数据不进行归一化，当多个特征的值域差别很大的时候，最终结果就会受到较大影响；第二个是距离计算。这应该算是KNN的核心了。目前用的最多的距离计算公式是欧几里得距离，也就是我们常用的向量距离计算方法。  
个人感觉，KNN最大的作用是可以随时间序列计算，即样本不能一次性获取只能随着时间一个一个得到的时候，KNN能发挥它的价值。至于其他的特点，它能做的，很多方法都能做；其他能做的它却做不了。

3、第三个就是Naive Bayes了。Naive Bayes简称NB（牛X），为啥它牛X呢，因为它是基于Bayes概率的一种分类方法。贝叶斯方法可以追溯到几百年前，具有深厚的概率学基础，可信度非常高。Naive Baye中文名叫朴素贝叶斯，为啥叫“朴素”呢？因为其基于一个给定假设：给定目标值时属性之间相互条件独立。比如我说“我喜欢你”，该假设就会假定“我”、“喜欢”、“你”三者之间毫无关联。仔细想想，这几乎是不可能的。马克思告诉我们：事物之间是有联系的。同一个事物的属性之间就更有联系了。所以，单纯的使用NB算法效率并不高，大都是对该方法进行了一定的改进，以便适应数据的需求。  
NB算法在文本分类中用的非常多，因为文本类别主要取决于关键词，基于词频的文本分类正中NB的下怀。但由于前面提到的假设，该方法对中文的分类效果不好，因为中文顾左右而言他的情况太多，但对直来直去的老美的语言，效果良好。至于核心算法嘛，主要思想全在贝叶斯里面了，没啥可说的。

4、第四个是回归。回归有很多，Logistic回归啊、岭回归啊什么的，根据不同的需求可以分出很多种。这里我主要说说Logistic回归。为啥呢？因为Logistic回归主要是用来分类的，而非预测。回归就是将一些数据点用一条直线对这些点进行拟合。而Logistic回归是指根据现有数据对分类边界线建立回归公式，以此进行分类。该方法计算代价不高，易于理解和实现，而且大部分时间用于训练，训练完成后分类很快；但它容易欠拟合，分类精度也不高。主要原因就是Logistic主要是线性拟合，但现实中很多事物都不满足线性的。即便有二次拟合、三次拟合等曲线拟合，也只能满足小部分数据，而无法适应绝大多数数据，所以回归方法本身就具有局限性。但为什么还要在这里提出来呢？因为回归方法虽然大多数都不合适，但一旦合适，效果就非常好。  
 Logistic回归其实是基于一种曲线的，“线”这种连续的表示方法有一个很大的问题，就是在表示跳变数据时会产生“阶跃”的现象，说白了就是很难表示数据的突然转折。所以用Logistic回归必须使用一个称为“海维塞德阶跃函数”的Sigmoid函数来表示跳变。通过Sigmoid就可以得到分类的结果。  
 为了优化Logistic回归参数，需要使用一种“梯度上升法”的优化方法。该方法的核心是，只要沿着函数的梯度方向搜寻，就可以找到函数的最佳参数。但该方法在每次更新回归系数时都需要遍历整个数据集，对于大数据效果还不理想。所以还需要一个“随机梯度上升算法”对其进行改进。该方法一次仅用一个样本点来更新回归系数，所以效率要高得多。

5、第五个是决策树。据我了解，决策树是最简单，也是曾经最常用的分类方法了。决策树基于树理论实现数据分类，个人感觉就是数据结构中的B+树。决策树是一个预测模型，他代表的是对象属性与对象值之间的一种映射关系。决策树计算复杂度不高、输出结果易于理解、对中间值缺失不敏感、可以处理不相关特征数据。其比KNN好的是可以了解数据的内在含义。但其缺点是容易产生过度匹配的问题，且构建很耗时。决策树还有一个问题就是，如果不绘制树结构，分类细节很难明白。所以，生成决策树，然后再绘制决策树，最后再分类，才能更好的了解数据的分类过程。  
决策树的核心树的分裂。到底该选择什么来决定树的分叉是决策树构建的基础。最好的方法是利用信息熵实现。熵这个概念很头疼，很容易让人迷糊，简单来说就是信息的复杂程度。信息越多，熵越高。所以决策树的核心是通过计算信息熵划分数据集。

我还得说一个比较特殊的分类方法：AdaBoost。AdaBoost是boosting算法的代表分类器。boosting基于元算法（集成算法）。即考虑其他方法的结果作为参考意见，也就是对其他算法进行组合的一种方式。说白了，就是在一个数据集上的随机数据使用一个分类训练多次，每次对分类正确的数据赋权值较小，同时增大分类错误的数据的权重，如此反复迭代，直到达到所需的要求。AdaBoost泛化错误率低、易编码、可以应用在大部分分类器上、无参数调整，但对离群点敏感。该方法其实并不是一个独立的方法，而是必须基于元方法进行效率提升。个人认为，所谓的“AdaBoost是最好的分类方法”这句话是错误的，应该是“AdaBoost是比较好的优化方法”才对。

****简述机器学习十大算法的每个算法的核心思想、工作原理、适用情况及优缺点等。****

****1）C4.5算法：****

ID3算法是以[信息论](http://baike.baidu.com/view/15076.htm" \t "https://blog.csdn.net/mousever/article/details/_blank)为基础，以[信息熵](http://baike.baidu.com/view/401605.htm" \t "https://blog.csdn.net/mousever/article/details/_blank)和信息增益度为衡量标准，从而实现对数据的归纳分类。ID3算法计算每个属性的信息增益，并选取具有最高增益的属性作为给定的测试属性。

C4.5算法核心思想是ID3算法，是ID3算法的改进，改进方面有：

1）用信息增益率来选择属性，克服了用信息增益选择属性时偏向选择取值多的属性的不足；

2）在树构造过程中进行剪枝

3）能处理非离散的数据

4）能处理不完整的数据

 C4.5算法优点：产生的分类规则易于理解，准确率较高。

缺点：

1)在构造树的过程中，需要对数据集进行多次的顺序扫描和排序，因而导致算法的低效。

2)C4.5只适合于能够驻留于内存的数据集，当训练集大得无法在内存容纳时程序无法运行。

****2）K means 算法****：

是一个简单的聚类算法，把n的对象根据他们的属性分为k个分割，k< n。 算法的核心就是要优化失真函数J,使其收敛到局部最小值但不是全局最小值。

其中N为样本数，K是簇数，rnk b表示n属于第k个簇，uk 是第k个中心点的值。然后求出最优的uk

优点：算法速度很快

缺点是，分组的数目k是一个输入参数，不合适的k可能返回较差的结果。

****3）朴素贝叶斯算法：****

朴素贝叶斯法是基于贝叶斯定理与特征条件独立假设的分类方法。算法的基础是概率问题，分类原理是通过某对象的先验概率，利用贝叶斯公式计算出其后验概率，即该对象属于某一类的概率，选择具有最大后验概率的类作为该对象所属的类。朴素贝叶斯假设是约束性很强的假设，假设特征条件独立，但朴素贝叶斯算法简单，快速，具有较小的出错率。

在朴素贝叶斯的应用中，主要研究了电子邮件过滤以及文本分类研究。

****4)K最近邻分类算法（KNN）****

分类思想比较简单，从训练样本中找出K个与其最相近的样本，然后看这k个样本中哪个类别的样本多，则待判定的值（或说抽样）就属于这个类别。

缺点：

1）K值需要预先设定，而不能自适应

2）当样本不平衡时，如一个类的样本容量很大，而其他类样本容量很小时，有可能导致当输入一个新样本时，该样本的K个邻居中大容量类的样本占多数。

该算法适用于对样本容量比较大的类域进行自动分类。

****5)EM最大期望算法****

EM算法是基于模型的聚类方法，是在概率模型中寻找参数最大似然估计的算法，其中概率模型依赖于无法观测的隐藏变量。E步估计隐含变量，M步估计其他参数，交替将极值推向最大。

EM算法比K-means算法计算复杂，收敛也较慢，不适于大规模数据集和高维数据，但比K-means算法计算结果稳定、准确。EM经常用在机器学习和计算机视觉的数据集聚（Data Clustering）领域。

****6）PageRank算法****

是google的页面排序算法，是基于从许多优质的网页链接过来的网页，必定还是优质网页的回归关系，来判定所有网页的重要性。（也就是说，一个人有着越多牛X朋友的人，他是牛X的概率就越大。）

优点：

完全独立于查询，只依赖于网页链接结构，可以离线计算。

缺点：

1）PageRank算法忽略了网页搜索的时效性。

2）旧网页排序很高，存在时间长，积累了大量的in-links，拥有最新资讯的新网页排名却很低，因为它们几乎没有in-links。

****7)AdaBoost****

Adaboost是一种迭代算法，其核心思想是针对同一个训练集训练不同的分类器(弱分类器)，然后把这些弱分类器集合起来，构成一个更强的最终分类器(强分类器)。其算法本身是通过改变数据分布来实现的，它根据每次训练集之中每个样本的分类是否正确，以及上次的总体分类的准确率，来确定每个样本的权值。将修改过权值的新数据集送给下层分类器进行训练，最后将每次训练得到的分类器最后融合起来，作为最后的决策分类器。

整个过程如下所示：  
1. 先通过对N个训练样本的学习得到第一个弱分类器；  
2. 将分错的样本和其他的新数据一起构成一个新的N个的训练样本，通过对这个样本的学习得到第二个弱分类器；  
3. 将和都分错了的样本加上其他的新样本构成另一个新的N个的训练样本，通过对这个样本的学习得到第三个弱分类器；  
4. 如此反复，最终得到经过提升的强分类器。

目前AdaBoost算法广泛的应用于人脸检测、目标识别等领域。

****8）Apriori算法****

Apriori算法是一种挖掘关联规则的算法，用于挖掘其内含的、未知的却又实际存在的数据关系，其核心是基于两阶段频集思想的递推算法 。

Apriori算法分为两个阶段：

1）寻找频繁项集

2）由频繁项集找关联规则

算法缺点：

1. 在每一步产生侯选项目集时循环产生的组合过多，没有排除不应该参与组合的元素；

2） 每次计算项集的支持度时，都对数据库中    的全部记录进行了一遍扫描比较，需要很大的I/O负载。

****9）SVM支持向量机****

支持向量机是一种基于分类边界的方法。其基本原理是（以二维数据为例）：如果训练数据分布在二维平面上的点，它们按照其分类聚集在不同的区域。基于分类边界的分类算法的目标是，通过训练，找到这些分类之间的边界（直线的――称为线性划分，曲线的――称为非线性划分）。对于多维数据（如N维），可以将它们视为N维空间中的点，而分类边界就是N维空间中的面，称为超面（超面比N维空间少一维）。线性分类器使用超平面类型的边界，非线性分类器使用超曲面。

支持向量机的原理是将低维空间的点映射到高维空间，使它们成为线性可分，再使用线性划分的原理来判断分类边界。在高维空间中是一种线性划分，而在原有的数据空间中，是一种非线性划分。

SVM在解决小样本、非线性及高维模式识别问题中表现出许多特有的优势，并能够推广应用到函数拟合等其他机器学习问题中。

****10）CART分类与回归树****

是一种决策树分类方法，采用基于最小距离的基尼指数估计函数，用来决定由该子数据集生成的决策树的拓展形。如果目标变量是标称的，称为分类树；如果目标变量是连续的，称为回归树。分类树是使用树结构算法将数据分成离散类的方法。

优点

1）非常灵活，可以允许有部分错分成本，还可指定先验概率分布，可使用自动的成本复杂性剪枝来得到归纳性更强的树。

2）在面对诸如存在缺失值、变量数多等问题时CART 显得非常稳健。