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* Copiar capítulos 1 e 2.1 do trabalho anterior. No capítulo 1 mudar a parte dos objetivos (mencionar o clustering e classificação ao invés do PCA e FA)
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3.1
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1. Classificação

Os dados utilizados no processo de classificação são provenientes de análise via Análise de Componentes Principais (PCA) da qual resultaram duas componentes (que explicam aproximadamente 75% da variância). Foi realizada a divisão estratificada do conjunto de dados em dois subconjuntos: treino (60%) e teste (40%) sendo a variável alvo o continente.

Os métodos utilizados para classificação foram Regressão Logística Multinominal (MLR) e Análise Discriminante Linear (LDA) que são descritos nos subcapítulos seguintes.

* 1. LDA

O método de LDA foi aplicado através da função *lda()* do *package* ‘MASS’. O modelo foi treinado tendo como base o subconjunto de treino.

Os coeficientes obtidos para o discriminante linear 1 foram de -1.40 para a 1ª componente da PCA e -0.39 para a 2ª componente da PCA. Relativamente ao discriminante linear 2 os valores obtidos foram de 0.26 (1ª componente) e -0.95 (2ª componente).

Foi então realizado a classificação sobre o subconjunto de treino tendo-se obtido a matrix de confusão representada na tabela 1. A *accuracy*  obtida foi de 0.5579.

Tabela 1- Matrix de confusão para o dataset de treino através de LDA.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  | Real |  |  |  |
|  |  | Africa | Asia | Europe | North America | Oceania | South America |
|  | Africa | 20 | 6 | 0 | 1 | 0 | 0 |
|  | Asia | 7 | 13 | 4 | 2 | 0 | 1 |
| Previsto | Europe | 0 | 9 | 19 | 5 | 1 | 5 |
|  | North America | 0 | 0 | 0 | 0 | 0 | 0 |
|  | Oceania | 0 | 0 | 0 | 0 | 1 | 0 |
|  | South America | 0 | 0 | 1 | 0 | 0 | 0 |

\begin{table}[]

\begin{tabular}{llllllll}

& & & & Real & & & \\

& & Africa & Asia & Europe & North America & Oceania & South America \\

& Africa & 20 & 6 & 0 & 1 & 0 & 0 \\

& Asia & 7 & 13 & 4 & 2 & 0 & 1 \\

Previsto & Europe & 0 & 9 & 19 & 5 & 1 & 5 \\

& North America & 0 & 0 & 0 & 0 & 0 & 0 \\

& Oceania & 0 & 0 & 0 & 0 & 1 & 0 \\

& South America & 0 & 0 & 1 & 0 & 0 & 0

\end{tabular}

\end{table}

Na tabela 2 é possível observar valores estatísticos relevantes específicos das classes.

Tabela 2- Medidas estatísticas da classificação específicas de classe no dataset de treino através de LDA.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | Africa | Asia | Europe | North America | Oceania | South America |
| Sensibilidade | 0.7407 | 0.4643 | 0.7917 | 0 | 0.50000 | 0 |
| Especificidade | 0.8971 | 0.7910 | 0.7183 | 1 | 1 | 0.99 |
| *Accuracy* Balanceada | 0.820 | 0.628 | 0.755 | 0.50 | 0.75 | 0.494 |

\begin{table}[]

\begin{tabular}{lllllll}

& Africa & Asia & Europe & North America & Oceania & South America \\

Sensibilidade & 0.7407 & 0.4643 & 0.7917 & 0 & 0.50000 & 0 \\

Especificidade & 0.8971 & 0.7910 & 0.7183 & 1 & 1 & 0.99 \\

Accuracy Balanceada & 0.820 & 0.628 & 0.755 & 0.50 & 0.75 & 0.494

\end{tabular}

\end{table}

Foi também realizada classificação no subconjunto de teste tendo-se obtido a matriz de confusão que se pode observar na tabela 3, a *accuracy* obtida foi de 0.6721.

Tabela 3- Matrix de confusão para o dataset de teste através de LDA.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  | Real |  |  |  |
|  |  | Africa | Asia | Europe | North America | Oceania | South America |
|  | Africa | 15 | 0 | 0 | 0 | 0 | 0 |
|  | Asia | 2 | 12 | 2 | 2 | 0 | 2 |
| Previsto | Europe | 1 | 6 | 14 | 3 | 0 | 2 |
|  | North America | 0 | 0 | 0 | 0 | 0 | 0 |
|  | Oceania | 0 | 0 | 0 | 0 | 0 | 0 |
|  | South America | 0 | 0 | 0 | 0 | 0 | 0 |

\begin{table}[]

\begin{tabular}{llllllll}

& & & & Real & & & \\

& & Africa & Asia & Europe & North America & Oceania & South America \\

& Africa & 15 & 0 & 0 & 0 & 0 & 0 \\

& Asia & 2 & 12 & 2 & 2 & 0 & 2 \\

Previsto & Europe & 1 & 6 & 14 & 3 & 0 & 2 \\

& North America & 0 & 0 & 0 & 0 & 0 & 0 \\

& Oceania & 0 & 0 & 0 & 0 & 0 & 0 \\

& South America & 0 & 0 & 0 & 0 & 0 & 0

\end{tabular}

\end{table}

Verifica-se que o modelo de LDA apresenta uma forte tendência para classificar corretamente países Europeus e Africanos. Quanto a países da América do Norte e do Sul, verifica-se que a classificação destes tem tendência a ser incorreta, sendo que estes são geralmente classificados pelo modelo como pertencentes à Ásia ou Europa, relativamente à Oceânia a classificação também mostra-se imprecisa, devido, provavelmente, à sua baixa representatividade no conjunto de dados relativamente aos outros continentes.

* 1. MLR

O método de MLR foi aplicado através da função *multinom* do *package* ‘nnet’.

O modelo foi treinado e realizou-se a classificação do conjunto de treino, cuja matrix de confusão obtida encontra-se representada na tabela 4. A *accuracy* obtida foi de 0.6105.

Tabela 4 Matrix de confusão para o dataset de treino através de MLR.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  | Real |  |  |  |
|  |  | Africa | Asia | Europe | North America | Oceania | South America |
|  | Africa | 23 | 6 | 1 | 1 | 0 | 0 |
|  | Asia | 4 | 14 | 3 | 3 | 0 | 2 |
| Previsto | Europe | 0 | 7 | 20 | 4 | 1 | 4 |
|  | North America | 0 | 0 | 0 | 0 | 0 | 0 |
|  | Oceania | 0 | 1 | 0 | 0 | 1 | 0 |
|  | South America | 0 | 0 | 0 | 0 | 0 | 0 |

\begin{table}[]

\begin{tabular}{llllllll}

& & & & Real & & & \\

& & Africa & Asia & Europe & North America & Oceania & South America \\

& Africa & 23 & 6 & 1 & 1 & 0 & 0 \\

& Asia & 4 & 14 & 3 & 3 & 0 & 2 \\

Previsto & Europe & 0 & 7 & 20 & 4 & 1 & 4 \\

& North America & 0 & 0 & 0 & 0 & 0 & 0 \\

& Oceania & 0 & 1 & 0 & 0 & 1 & 0 \\

& South America & 0 & 0 & 0 & 0 & 0 & 0

\end{tabular}

\end{table}

Na tabela 5 é possível observar valores estatísticos relevantes específicos das classes.

Tabela 5- - Medidas estatísticas da classificação específicas de classe obtidas no dataset de treino através de MLR.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | Africa | Asia | Europe | North America | Oceania | South America |
| Sensibilidade | 0.85 | 0.5 | 0.83 | 0 | 0.5 | 0 |
| Especificidade | 0.88 | 0.82 | 0.77 | 1 | 0.99 | 1 |
| *Accuracy* Balanceada | 0.87 | 0.66 | 0.80 | 0.5 | 0.74 | 0.5 |

\begin{table}[]

\begin{tabular}{lllllll}

& Africa & Asia & Europe & North America & Oceania & South America \\

Sensibilidade & 0.85 & 0.5 & 0.83 & 0 & 0.5 & 0 \\

Especificidade & 0.88 & 0.82 & 0.77 & 1 & 0.99 & 1 \\

Accuracy Balanceada & 0.87 & 0.66 & 0.80 & 0.5 & 0.74 & 0.5

\end{tabular}

\end{table}

Foi também realizada classificação dos países no subconjunto de teste, cuja matriz de confusão encontra-se exibida na tabela 6. A *accuracy* obtida foi de 0.623.

Tabela 6- Matrix de confusão para o dataset de teste através de MLR.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  | Real |  |  |  |
|  |  | Africa | Asia | Europe | North America | Oceania | South America |
|  | Africa | 16 | 3 | 0 | 0 | 0 | 0 |
|  | Asia | 2 | 11 | 4 | 2 | 0 | 1 |
| Previsto | Europe | 0 | 4 | 11 | 3 | 0 | 3 |
|  | North America | 0 | 0 | 0 | 0 | 0 | 0 |
|  | Oceania | 0 | 0 | 1 | 0 | 0 | 0 |
|  | South America | 0 | 0 | 0 | 0 | 0 | 0 |

\begin{table}[]

\begin{tabular}{llllllll}

& & & & Real & & & \\

& & Africa & Asia & Europe & North America & Oceania & South America \\

& Africa & 16 & 3 & 0 & 0 & 0 & 0 \\

& Asia & 2 & 11 & 4 & 2 & 0 & 1 \\

Previsto & Europe & 0 & 4 & 11 & 3 & 0 & 3 \\

& North America & 0 & 0 & 0 & 0 & 0 & 0 \\

& Oceania & 0 & 0 & 1 & 0 & 0 & 0 \\

& South America & 0 & 0 & 0 & 0 & 0 & 0

\end{tabular}

\end{table}

Na tabela 7 é possível observar valores estatísticos relevantes específicos das classes na classificação do subconjunto de teste.

Tabela 7- Medidas estatísticas da classificação específicas de classe obtidas no dataset de teste através de MLR.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | Africa | Asia | Europe | North America | Oceania | South America |
| Sensibilidade | 0.89 | 0.61 | 0.69 | 0 | 0 | 0 |
| Especificidade | 0.93 | 0.82 | 0.78 | 1 | 0 | 1 |
| *Accuracy* Balanceada | 0.91 | 0.70 | 0.73 | 0.5 | 0 | 0.5 |

\begin{table}[]

\begin{tabular}{lllllll}

& Africa & Asia & Europe & North America & Oceania & South America \\

Sensibilidade & 0.89 & 0.61 & 0.69 & 0 & 0 & 0 \\

Especificidade & 0.93 & 0.82 & 0.78 & 1 & 0 & 1 \\

Accuracy Balanceada & 0.91 & 0.70 & 0.73 & 0.5 & 0 & 0.5

\end{tabular}

\end{table}

De forma similar ao que se verificou na LDA, a MLR também apresenta baixa tendência a atribuir a classificação correta a países pertencentes a continentes com pouca representatividade, nomeadamente a Oceânia, América do Norte e América do Sul. Relativamente aos restantes continentes a classificação dos mesmos é satisfatória.

1. Conclusão

A realização deste trabalho permitiu por em prática conhecimentos de diversas temáticas, nomeadamente *clustering* e classificação.

(…)

Falar do clustering

Relativamente à classificação foram utilizados dois modelos distintos (LDA e MLR), sendo que as *accuracies*  obtidas rondaram os 60% para ambos. Os resultados obtidos para estes foram bastante similares, sendo que se verificou uma baixa tendência a atribuir a classificação correta a continentes com baixa representatividade.