练习1：分配并初始化一个进程控制块（需要编码）

所有内核线程直接使用共同 ucore 内核内存空间，不需为每个内核线程维护单独的内存空间，而用户进程需要维护各自的用户内存空间。

这里主要是从 kern\_init 函数的物理内存管理初始化开始的，按照函数的次序做了一个简单的总结：

1、pmm\_init()

(1) 初始化物理内存管理器。

(2) 初始化空闲页，主要是初始化物理页的 Page 数据结构，以及建立页目录表和页表。

(3) 初始化 boot\_cr3 使之指向了 ucore 内核虚拟空间的页目录表首地址，即一级页表的起始物理地址。

(4) 初始化第一个页表 boot\_pgdir。

(5) 初始化 GDT，即全局描述符表。

2、pic\_init()

初始化 8259A 中断控制器

3、idt\_init()

初始化 IDT，即中断描述符表

4、vmm\_init()

主要就是实验了一个 do\_pgfault() 函数达到页错误异常处理功能，以及虚拟内存相关的 mm,vma 结构数据的创建/销毁/查找/插入等函数

5、proc\_init()

这个函数启动了创建内核线程的步骤，完成了 idleproc 内核线程和 initproc 内核线程的创建或复制工作。

6、ide\_init()

完成对用于页换入换出的硬盘(简称 swap 硬盘)的初始化工作

7、swap\_init()

swap\_init() 函数首先建立完成页面替换过程的主要功能模块，即 swap\_manager，其中包含了页面置换算法的实现

进程控制块的初始化。

而这里我们分配的是一个内核线程的 PCB，它通常只是内核中的一小段代码或者函数，没有用户空间。而由于在操作系统启动后，已经对整个核心内存空间进行了管理，通过设置页表建立了核心虚拟空间(即 boot\_cr3 指向的二级页表描述的空间)。所以内核中的所有线程都不需要再建立各自的页表，只需共享这个核心虚拟空间就可以访问整个物理内存了。

首先在 kern/process/proc.h 中定义了 PCB，即进程控制块的结构体 proc\_struct，如下：

struct proc\_struct { //进程控制块

enum proc\_state state; //进程状态

int pid; //进程ID

int runs; //运行时间

uintptr\_t kstack; //内核栈位置

volatile bool need\_resched; //是否需要调度

struct proc\_struct \*parent; //父进程

struct mm\_struct \*mm; //进程的虚拟内存

struct context context; //进程上下文

struct trapframe \*tf; //当前中断帧的指针

uintptr\_t cr3; //当前页表地址

uint32\_t flags; //进程

char name[PROC\_NAME\_LEN + 1];//进程名字

list\_entry\_t list\_link; //进程链表

list\_entry\_t hash\_link; //进程哈希表

};

alloc\_proc 函数来负责分配一个新的 struct proc\_struct 结构，根据提示我们需要初始化一些变量，具体的代码如下：

\* 实现思路：

该函数的具体含义为创建一个新的进程控制块，并且对控制块中的所有成员变量进行初始化，根据实验指导书中的要求，除了指定的若干个成员变量之外，其他成员变量均初始化为0，取特殊值的成员变量如下所示：

proc->state = PROC\_UNINIT;

proc->pid = -1;

proc->cr3 = boot\_cr3; // 由于是内核线程，共用一个虚拟内存空间

对于其他成员变量中占用内存空间较大的，可以考虑使用 memset 函数进行初始化。

/\*code\*/

static struct proc\_struct \*alloc\_proc(void) {

struct proc\_struct \*proc = kmalloc(sizeof(struct proc\_struct));

if (proc != NULL) {

proc->state = PROC\_UNINIT; //设置进程为未初始化状态

proc->pid = -1; //未初始化的的进程id为-1

proc->runs = 0; //初始化时间片

proc->kstack = 0; //内存栈的地址

proc->need\_resched = 0; //是否需要调度设为不需要

proc->parent = NULL; //父节点设为空

proc->mm = NULL; //虚拟内存设为空

memset(&(proc->context), 0, sizeof(struct context));//上下文的初始化

proc->tf = NULL; //中断帧指针置为空

proc->cr3 = boot\_cr3; //页目录设为内核页目录表的基址

proc->flags = 0; //标志位

memset(proc->name, 0, PROC\_NAME\_LEN);//进程名

}

return proc;

}

请说明 proc\_struct 中 struct context context 和 struct trapframe \*tf 成员变量含义和在本实验中的作用是啥？（提示通过看代码和编程调试可以判断出来）

在 context 中保存着各种寄存器的内容，主要保存了前一个进程的现场（各个寄存器的状态），是进程切换的上下文内容，这是为了保存进程上下文，用于进程切换，为进程调度做准备。

在 ucore 中，所有的进程在内核中也是相对独立的。使用 context 保存寄存器的目的就在于在内核态中能够进行上下文之间的切换。实际利用context 进行上下文切换的函数是在 kern/process/switch.S 中定义 switch\_to 函数。

tf 变量的作用在于在构造出了新的线程的时候，如果要将控制权交给这个线程，是使用中断返回的方式进行的（跟lab1中切换特权级类似的技巧），因此需要构造出一个伪造的中断返回现场，也就是 trapframe，使得可以正确地将控制权转交给新的线程；具体切换到新的线程的做法为：

\* 调用switch\_to函数。

\* 然后在该函数中进行函数返回，直接跳转到 forkret 函数。

\* 最终进行中断返回函数 \_\_trapret，之后便可以根据 tf 中构造的中断返回地址，切换到新的线程了。

trapframe 保存着用于特权级转换的栈 esp 寄存器，当进程发生特权级转换的时候，中断帧记录了进入中断时任务的上下文。当退出中断时恢复环境。

tf 是一个中断帧的指针，总是指向内核栈的某个位置：

\* 当进程从用户空间跳到内核空间时，中断帧记录了进程在被中断前的状态。

\* 当内核需要跳回用户空间时，需要调整中断帧以恢复让进程继续执行的各寄存器值。

\* 除此之外，ucore 内核允许嵌套中断，因此为了保证嵌套中断发生时 tf 总是能够指向当前的 trapframe，ucore 在内核栈上维护了 tf 的链。

内核态和用户态的转换首先是留下 SS 和 ESP 的位置，然后调用中断，改中断栈里面的内容， 然后退出中断的时候跳到内核态中，最后将 ebp 赋给 esp 修复 esp 的位置。

练习2：为新创建的内核线程分配资源（需要编码）

alloc\_proc 实质只是找到了一小块内存用以记录进程的必要信息，并没有实际分配这些资源，而练习 2 完成的 do\_fork 才是真正完成了资源分配的工作，当然，do\_fork 也只是创建当前内核线程的一个副本，它们的执行上下文、代码、数据都一样，但是存储位置不同。

根据提示及阅读源码可知，它完成的工作主要如下：

1、分配并初始化进程控制块（ alloc\_proc 函数）;

2、分配并初始化内核栈，为内核进程（线程）建立栈空间（ setup\_stack 函数）;

3、根据 clone\_flag 标志复制或共享进程内存管理结构（ copy\_mm 函数）;

4、设置进程在内核（将来也包括用户态）正常运行和调度所需的中断帧和执行上下文 （ copy\_thread 函数）;

5、为进程分配一个 PID（ get\_pid() 函数）;

6、把设置好的进程控制块放入 hash\_list 和 proc\_list 两个全局进程链表中;

7、自此，进程已经准备好执行了，把进程状态设置为“就绪”态;

8、设置返回码为子进程的 PID 号。

实现过程如下：

\* 实现思路：

该函数的语义为为内核线程创建新的线程控制块，并且对控制块中的每个成员变量进行正确的设置，使得之后可以正确切换到对应的线程中执行。

proc = alloc\_proc(); // 为要创建的新的线程分配线程控制块的空间

if (proc == NULL) goto fork\_out; // 判断是否分配到内存空间

assert(setup\_kstack(proc) == 0); // 为新的线程设置栈，在本实验中，每个线程的栈的大小初始均为 2 个 Page，即 8KB

assert(copy\_mm(clone\_flags, proc) == 0); // 对虚拟内存空间进行拷贝，由于在本实验中，内核线程之间共享一个虚拟内存空间，因此实际上该函数不需要进行任何操作

copy\_thread(proc, stack, tf); // 在新创建的内核线程的栈上面设置伪造好的中端帧，便于后文中利用 iret 命令将控制权转移给新的线程

proc->pid = get\_pid(); // 为新的线程创建 pid

hash\_proc(proc); // 将线程放入使用 hash 组织的链表中，便于加速以后对某个指定的线程的查找

nr\_process ++; // 将全局线程的数目加 1

list\_add(&proc\_list, &proc->list\_link); // 将线程加入到所有线程的链表中，便于进行调度

wakeup\_proc(proc); // 唤醒该线程，即将该线程的状态设置为可以运行

ret = proc->pid; // 返回新线程的pid

/\* do\_fork - parent process for a new child process

\* @clone\_flags: used to guide how to clone the child process

\* @stack: the parent's user stack pointer. if stack==0, It means to fork a kernel thread.

\* @tf: the trapframe info, which will be copied to child process's proc->tf

\*/

int do\_fork(uint32\_t clone\_flags, uintptr\_t stack, struct trapframe \*tf) {

int ret = -E\_NO\_FREE\_PROC; //尝试为进程分配内存

struct proc\_struct \*proc; //定义新进程

if (nr\_process >= MAX\_PROCESS) { //分配进程数大于 4096，返回

goto fork\_out; //返回

}

ret = -E\_NO\_MEM; //因内存不足而分配失败

//LAB4:EXERCISE2 YOUR CODE

/\*

\* Some Useful MACROs, Functions and DEFINEs, you can use them in below implementation.

\* MACROs or Functions:

\* alloc\_proc: create a proc struct and init fields (lab4:exercise1)

\* setup\_kstack: alloc pages with size KSTACKPAGE as process kernel stack

\* copy\_mm: process "proc" duplicate OR share process "current"'s mm according clone\_flags

\* if clone\_flags & CLONE\_VM, then "share" ; else "duplicate"

\* copy\_thread: setup the trapframe on the process's kernel stack top and

\* setup the kernel entry point and stack of process

\* hash\_proc: add proc into proc hash\_list

\* get\_pid: alloc a unique pid for process

\* wakeup\_proc: set proc->state = PROC\_RUNNABLE

\* VARIABLES:

\* proc\_list: the process set's list

\* nr\_process: the number of process set

\*/

// 1. call alloc\_proc to allocate a proc\_struct

// 2. call setup\_kstack to allocate a kernel stack for child process

// 3. call copy\_mm to dup OR share mm according clone\_flag

// 4. call copy\_thread to setup tf & context in proc\_struct

// 5. insert proc\_struct into hash\_list && proc\_list

// 6. call wakeup\_proc to make the new child process RUNNABLE

// 7. set ret vaule using child proc's pid

if ((proc = alloc\_proc()) == NULL) { //调用 alloc\_proc() 函数申请内存块，如果失败，直接返回处理

goto fork\_out;//返回

}

proc->parent = current; //将子进程的父节点设置为当前进程

if (setup\_kstack(proc) != 0) { //调用 setup\_stack() 函数为进程分配一个内核栈

goto bad\_fork\_cleanup\_proc; //返回

}

if (copy\_mm(clone\_flags, proc) != 0) { //调用 copy\_mm() 函数复制父进程的内存信息到子进程

goto bad\_fork\_cleanup\_kstack; //返回

}

copy\_thread(proc, stack, tf); //调用 copy\_thread() 函数复制父进程的中断帧和上下文信息

//将新进程添加到进程的 hash 列表中

bool intr\_flag;

local\_intr\_save(intr\_flag); //屏蔽中断，intr\_flag 置为 1

{

proc->pid = get\_pid(); //获取当前进程 PID

hash\_proc(proc); //建立 hash 映射

list\_add(&proc\_list, &(proc->list\_link)); //将进程加入到进程的链表中

nr\_process ++; //进程数加 1

}

local\_intr\_restore(intr\_flag); //恢复中断

wakeup\_proc(proc); //一切就绪，唤醒子进程

ret = proc->pid; //返回子进程的 pid

fork\_out: //已分配进程数大于 4096

return ret;

bad\_fork\_cleanup\_kstack: //分配内核栈失败

put\_kstack(proc);

bad\_fork\_cleanup\_proc:

kfree(proc);

goto fork\_out;

}

请说明 ucore 是否做到给每个新 fork 的线程一个唯一的 id？请说明你的分析和理由。

可以。保证每个 fork 的线程给的 ID 唯一，调用的 get\_pid() 函数，每次都从进程控制块链表中找到合适的 ID。线程的 PID 由 get\_pid 函数产生，该函数中包含了两个静态变量 last\_pid 以及 next\_safe。last\_pid 变量保存上一次分配的 PID，而 next\_safe 和 last\_pid 一起表示一段可以使用的 PID 取值范围 [![https://camo.githubusercontent.com/a0bd3566194ca6278916be90f4da5bcb2998f39c/687474703a2f2f6c617465782e636f6465636f67732e636f6d2f6769662e6c617465783f2532386c6173742532302535435f2532307069642532432532306e6578742532302535435f25323073616665253239](data:image/gif;base64,R0lGODlhoAASALMAAP///wAAAO7u7piYmGZmZoiIiMzMzDIyMkRERNzc3BAQECIiInZ2dqqqqlRUVLq6uiH5BAEAAAAALAAAAACgABIAAAT+EEgxpL046827/2AojuIgZASWFGTrJk7iznSNCelVGBejVLMEb9ZQaAwIo20kXGpwhVznwbIcMgvZDAF0CbSZhsMp4pIxiEZD2rlKBt2JchYAnwGE+H1T3wMEASchBQ0SCHYAYjQGc3tZfhyMkA0LIwZjAI0SDnoFhA1uEg1wA0IMBwsMehcNnglwOQ8DbACeapoYrQUUAw4PGKQMFqMMD6MxBqepq6ykYLagFwIMCwfFGcEYSrgKdmYADpgAD8IADFXfHA2AQAS7FQpDAN/hHAIPCQFA0RbfBr/4ACRQUCieIWYXyEk4d3CTuH7M/P2yEEBgpQsDLwwIxckCgxz+ggD0iSRA0kJfAiu+4YhwXKKLtRB4dDPtRKFxuEZy+DhhpYWO2uTNnMAgJIAFX2BKKPDwh4VuFgwECIBgyANcGpj2y8FTglOviFCUA1clUx44Rs09xPlBKtUhXzMhAqRBwVkTGJAK0JQunxaTrBwoYbB2Qzp9Xof4lQCYg4KJIrUACmtFD+EQYowsBtBYwgOlE3Rm2IahzhfOKmO6TPO04b0OgURdpORSqoUCMiFnyDes0i9ARkNO9uxa9wXWXlHfzq2jMHBpF5QcskC3i4ITCawBqIBAkIEcC3iUPTLywBAGwqpcF6i9Aoy0Gy0QSC/hAOQB/4wMUGlAS/haHHSix1gO62UnTBwOjGfFffJc8kYcqtw0DgNqwLDLOKR00YAqYEzlYUW9wMEAGN/hNWGFCZ7AiGVdJHPhH6qgxRkBDRiwYQOQbVgKRR8GIAspFpCD4osSLGAcUaQYRcgEMkHCAVA1SOikk6mJEIo5Qk35VJYuSKklGSc80KQIsmBAi5a82UDkl2T8cI0IOGRAAZvjHBAAAWmR4CWdNqii4AcmAhABADs=)](https://camo.githubusercontent.com/a0bd3566194ca6278916be90f4da5bcb2998f39c/687474703a2f2f6c617465782e636f6465636f67732e636f6d2f6769662e6c617465783f2532386c6173742532302535435f2532307069642532432532306e6578742532302535435f25323073616665253239)， last\_pid 和 next\_safe 被初始化为 MAX\_PID。每次调用 get\_pid 时，除了确定一个可以分配的 PID 外，还需要确定 next\_safe 来实现均摊以此优化时间复杂度，PID 的确定过程中会检查所有进程的 PID，来确保 PID 是唯一的。

练习3：阅读代码，理解 proc\_run 函数和它调用的函数如何完成进程切换的。（无编码工作）

在 kern\_init() 最后，它通过 cpu\_idle() 唤醒了 0 号 idle 进程，在分析 proc\_run 函数之前，我们先分析调度函数 schedule() 。

可以看到 ucore 实现的是 FIFO 调度算法：

1、调度开始时，先屏蔽中断，设置当前内核线程 current->need\_resched 为 0。

2、在进程链表中，查找第一个可以被调度的程序，即在 proc\_list 队列中查找下一个处于就绪态的线程或进程 next。

3、找到这样的进程后，就调用 proc\_run 函数，保存当前进程 current 的执行现场(进程上下文)，恢复新进程的执行现场，运行新进程，允许中断，完成进程切换。

即 schedule 函数通过查找 proc\_list 进程队列，在这里只能找到一个处于就绪态的 initproc 内核线程。于是通过 proc\_run 和进一步的 switch\_to 函数完成两个执行现场的切换。

再分析 switch\_to 函数

\* 实现思路：

switch\_to 函数主要完成的是进程的上下文切换，先保存当前寄存器的值，然后再将下一进程的上下文信息保存到对于寄存器中。

1. 首先，保存前一个进程的执行现场，即 movl 4(%esp), %eax 和 popl 0(%eax) 两行代码。

2. 然后接下来的七条指令如下：

movl %esp, 4(%eax)

movl %ebx, 8(%eax)

movl %ecx, 12(%eax)

movl %edx, 16(%eax)

movl %esi, 20(%eax)

movl %edi, 24(%eax)

movl %ebp, 28(%eax)

这些指令完成了保存前一个进程的其他 7 个寄存器到 context 中的相应域中。至此前一个进程的执行现场保存完毕。

3. 再往后是恢复向一个进程的执行现场，这其实就是上述保存过程的逆执行过程，即从 context 的高地址的域 ebp 开始，逐一把相关域的值赋值给对应的寄存器。

4. 最后的 pushl 0(%eax) 其实是把 context 中保存的下一个进程要执行的指令地址 context.eip 放到了堆栈顶，这样接下来执行最后一条指令 “ret” 时,会把栈顶的内容赋值给 EIP 寄存器，这样就切换到下一个进程执行了，即当前进程已经是下一个进程了，从而完成了进程的切换。

最后分析一下 proc\_run 函数

4、由 switch\_to函数完成具体的两个线程的执行现场切换，即切换各个寄存器，当 switch\_to 函数执行完“ret”指令后，就切换到 initproc 执行了。

proc\_run 的执行过程为：

保存 IF 位并且禁止中断；

将 current 指针指向将要执行的进程；

更新 TSS 中的栈顶指针；

加载新的页表；

调用 switch\_to 进行上下文切换；

当执行 proc\_run 的进程恢复执行之后，需要恢复 IF 位。

以下是对 proc\_run 函数的具体分析过程：

\* 实现思路：

1. 让 current 指向 next 内核线程 initproc；

2. 设置任务状态段 ts 中特权态 0 下的栈顶指针 esp0 为 next 内核线程 initproc 的内核栈的栈顶，即 next->kstack + KSTACKSIZE ；

3. 设置 CR3 寄存器的值为 next 内核线程 initproc 的页目录表起始地址 next->cr3，这实际上是完成进程间的页表切换；

4. 由 switch\_to 函数完成具体的两个线程的执行现场切换，即切换各个寄存器，当 switch\_to 函数执行完 “ret” 指令后，就切换到 initproc 执行了。

\* 当前进程/线程 切换到 proc 这个进程/线程

\* 注意到在本实验框架中，唯一调用到这个函数是在线程调度器的 schedule 函数中，也就是可以推测 proc\_run 的语义就是将当前的 CPU 的控制权交给指定的线程；

\* 可以看到 proc\_run 中首先进行了 TSS 以及 cr3 寄存器的设置，然后调用到了 swtich\_to 函数来切换线程，根据上文中对 switch\_to 函数的分析可以知道，在调用该函数之后，首先会恢复要运行的线程的上下文，然后由于恢复的上下文中已经将返回地址（ copy\_thread 函数中完成）修改成了 forkret 函数的地址(如果这个线程是第一运行的话，否则就是切换到这个线程被切换出来的地址)，也就是会跳转到这个函数，最后进一步跳转到了 \_\_trapsret 函数，调用 iret ，最终将控制权切换到新的线程；

在本实验的执行过程中，创建且运行了几个内核线程？

总共创建了两个内核线程，分别为：

idle\_proc，为第 0 个内核线程，在完成新的内核线程的创建以及各种初始化工作之后，进入死循环，用于调度其他进程或线程；

init\_proc，被创建用于打印 "Hello World" 的线程。本次实验的内核线程，只用来打印字符串。

语句

local\_intr\_save(intr\_flag);....local\_intr\_restore(intr\_flag); 在这里有何作用？请说明理由。

在进行进程切换的时候，需要避免出现中断干扰这个过程，所以需要在上下文切换期间清除 IF 位屏蔽中断，并且在进程恢复执行后恢复 IF 位。

该语句的左右是关闭中断，使得在这个语句块内的内容不会被中断打断，是一个原子操作；

这就使得某些关键的代码不会被打断，从而不会一起不必要的错误；

比如说在 proc\_run 函数中，将 current 指向了要切换到的线程，但是此时还没有真正将控制权转移过去，如果在这个时候出现中断打断这些操作，就会出现 current 中保存的并不是正在运行的线程的中断控制块，从而出现错误。