|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 排序方法 | 最好时间 | 平均时间 | 最坏时间 | 辅助空间 | 稳定性 | 备注 |
| **直接插入排序** | O(n) | O(n^2) | O(n^2) | O(1) | 稳定 | 基本思路：顺序地把待排序的数据元素按大小插入到已经排序的数据元素的子集合中，排序过程如下： |
| **希尔排序（缩小增量直接插入艾许）** |  | O(n^1.3) |  | O(1) | 不稳定 | shell排序基本原理是把待排序的数据，分成若干小组，然后对同一小组使用直接插入排序，这样，小组的个数逐次减少，当所有元素在同一小组时完成排序过程。 |
| **直接选择排序** | O(n^2) | O(n^2) | O(n^2) | O(1) | 不稳定 | 直接选择排序：每次从待排序中选择最小的放到最前面，如下图 |
| **堆排序** | O(nlog2 n) | O(nlog2 n) | O(nlog2 n) | O(1) | 不稳定 | 在直接选择排序中，待排序的数据元素集合构成一个线性表结构，要从n个数据元素的线性表中选择一个最小的元素需要n-1次，如果能把待排序的数据集合构成一个完全二叉树结构，则每次选择最大或者最小的元素只需要log2 N，所以排序算法的时间复杂度就会变为O(nlog2 n)。这就是堆排序的思想。 |
| **冒泡排序** | O(n) | O(n^2) | O(n^2) | O(1) | 稳定 | 冒泡排序的基本思想是：第一次时，设数组a中存放了n和数据元素，循环进行n-1次比较相邻两个元素大小，若前一个大于后一个则交换，这样作为n-1次后，最大的元素就放置在a[n-1]中，第二次同理最大元素放置到a[n-2]中，以此类推，当n-1次排序后，数组能够得到排序。**冒泡法的一个优化，通过设计一个flag变量，flag常量用于标记本次过程是否有交换动作，若没有交换动作则证明已经排序完成，无需后续操作。** |
| **快速排序** | O(nlog2 n) | O(nlog2 n) | O(n^2) | O(nlog2 n) | 不稳定 | 设数组a中存放了n个数据元素，low为数组的低端下标，high为数组的高端下标，从数组a中人去一个元素通常取a[low]作为标注，调整数组a中各个元素的位置，使排在标准元素前面的关键字均小于标准元素的关键字，排在标准元素后面的关键字均大于后者等于标准元素的关键字，这样一次排序过程后，一方面将标准元素放在了未来排好序的位置，另一方面，将数组中以该标准元素分为两个子数组，左边的均小于标准值，右边的均大于标准值，然后对这两个子数组中的元素分别进行相同的递归快速排序，递归的出口条件是high>low。 |
| **归并排序** | O(nlog2 n) | O(nlog2 n) | O(nlog2 n) | O(n) | 稳定 | 归并排序主要是二路归并排序。二路归并排序的基本思想是：设数组a中存放了n个数据元素，初始时把他们看成是n个长度为1的有序子数组，然后从第一个子数组开始，把相邻的子数组亮亮合并，得到n/2的整数上界个长度为2的新的有序子数组，当n为奇数时，最后一个有序子数组的长度为1；对这些新的有序的子数组再两两归并；如此重复，直到得到一个长度为n的有序数组为止。 |
| **基数排序（链式队列）** | O(mn) | O(mn) | O(mn) | O(n) | 稳定 | 基本思想如下：设待排序的数据元素关键字是m位d进制的整数，不足m位的高位补零，设置d个桶，令其编号分别为0，1，2，…，d-1。首先按关键字最低位的数值依次把各数据元素放到对应的桶中，这样按照桶号从小到大和进入桶中的先后顺序来一次收集分配在桶中的元素，这就是一次基数排序，同理进行接下来较高一位的排序，一直到第m次排序完成，那么就可以得到排好序的数据元素序列。 |