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## Background

Using devices such as Jawbone Up, Nike FuelBand, and Fitbit it is now possible to collect a large amount of data about personal activity relatively inexpensively. These type of devices are part of the quantified self movement - a group of enthusiasts who take measurements about themselves regularly to improve their health, to find patterns in their behavior, or because they are tech geeks. One thing that people regularly do is quantify how much of a particular activity they do, but they rarely quantify how well they do it. In this project, your goal will be to use data from accelerometers on the belt, forearm, arm, and dumbell of 6 participants. They were asked to perform barbell lifts correctly and incorrectly in 5 different ways. More information is available from the website here: <http://groupware.les.inf.puc-rio.br/har> (see the section on the Weight Lifting Exercise Dataset).

Data

The training data for this project are available here:

<https://d396qusza40orc.cloudfront.net/predmachlearn/pml-training.csv>

The test data are available here:

<https://d396qusza40orc.cloudfront.net/predmachlearn/pml-testing.csv>

library(lattice);library(ggplot2)

library(caret);library(rpart)

library(randomForest)

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:ggplot2':  
##   
## margin

## Loading Data

CHeck the training and testing data, identifying the missing data, “NA” and “#DIV” as “NA” everywhere.

url.train <- "https://d396qusza40orc.cloudfront.net/predmachlearn/pml-training.csv"  
 url.test <- "https://d396qusza40orc.cloudfront.net/predmachlearn/pml-testing.csv"  
 training <- read.csv(url(url.train), na.strings = c("NA", "", "#DIV0!"))  
 testing <- read.csv(url(url.test), na.strings = c("NA", "", "#DIV0!"))

## Cleaning data

We should delete the column that contains NA to avoid the error. In addition, in order to make accurate predictions, columns that is not related exercise must also be deleted.

colname <- colnames(training)[!colSums(is.na(training)) > 0]  
 colname

## [1] "X" "user\_name" "raw\_timestamp\_part\_1"  
## [4] "raw\_timestamp\_part\_2" "cvtd\_timestamp" "new\_window"   
## [7] "num\_window" "roll\_belt" "pitch\_belt"   
## [10] "yaw\_belt" "total\_accel\_belt" "gyros\_belt\_x"   
## [13] "gyros\_belt\_y" "gyros\_belt\_z" "accel\_belt\_x"   
## [16] "accel\_belt\_y" "accel\_belt\_z" "magnet\_belt\_x"   
## [19] "magnet\_belt\_y" "magnet\_belt\_z" "roll\_arm"   
## [22] "pitch\_arm" "yaw\_arm" "total\_accel\_arm"   
## [25] "gyros\_arm\_x" "gyros\_arm\_y" "gyros\_arm\_z"   
## [28] "accel\_arm\_x" "accel\_arm\_y" "accel\_arm\_z"   
## [31] "magnet\_arm\_x" "magnet\_arm\_y" "magnet\_arm\_z"   
## [34] "roll\_dumbbell" "pitch\_dumbbell" "yaw\_dumbbell"   
## [37] "total\_accel\_dumbbell" "gyros\_dumbbell\_x" "gyros\_dumbbell\_y"   
## [40] "gyros\_dumbbell\_z" "accel\_dumbbell\_x" "accel\_dumbbell\_y"   
## [43] "accel\_dumbbell\_z" "magnet\_dumbbell\_x" "magnet\_dumbbell\_y"   
## [46] "magnet\_dumbbell\_z" "roll\_forearm" "pitch\_forearm"   
## [49] "yaw\_forearm" "total\_accel\_forearm" "gyros\_forearm\_x"   
## [52] "gyros\_forearm\_y" "gyros\_forearm\_z" "accel\_forearm\_x"   
## [55] "accel\_forearm\_y" "accel\_forearm\_z" "magnet\_forearm\_x"   
## [58] "magnet\_forearm\_y" "magnet\_forearm\_z" "classe"

training<-training[,colSums(is.na(training)) == 0]  
 testing <-testing[,colSums(is.na(testing)) == 0]

## We need to define the same columns

sameColumsName <- colnames(training) == colnames(testing)  
 colnames(training)[sameColumsName==FALSE]

## [1] "classe"

Therefore,the “classe” is not included in the testing data.

## Checking the column names of traning dataset

head(colnames(training))

## [1] "X" "user\_name" "raw\_timestamp\_part\_1"  
## [4] "raw\_timestamp\_part\_2" "cvtd\_timestamp" "new\_window"

## The first 7 variables of the training data were deleted, because they are irrelevant to the prediction

training <- training[,8:dim(training)[2]]  
 testing <- testing[,8:dim(testing)[2]]

## Training, testing & validation data

The training dataset was separated into three parts: tranining part (60%), testing part (20%), and validation part (20%)

set.seed(123)  
Seeddata1 <- createDataPartition(y = training$classe, p = 0.8, list = F)  
Seeddata2 <- training[Seeddata1,]  
validation <- training[-Seeddata1,]  
Training\_data1 <- createDataPartition(y = Seeddata2$classe, p = 0.75, list = F)  
training\_data2 <- Seeddata2[Training\_data1,]  
testing\_data <- Seeddata2[-Training\_data1,]

## Data exploration

qplot(classe, data=training\_data2, main="Distribution of Classes")

![](data:image/png;base64,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)

## Findout the predictors

names(training\_data2[,-50])

## [1] "roll\_belt" "pitch\_belt" "yaw\_belt"   
## [4] "total\_accel\_belt" "gyros\_belt\_x" "gyros\_belt\_y"   
## [7] "gyros\_belt\_z" "accel\_belt\_x" "accel\_belt\_y"   
## [10] "accel\_belt\_z" "magnet\_belt\_x" "magnet\_belt\_y"   
## [13] "magnet\_belt\_z" "roll\_arm" "pitch\_arm"   
## [16] "yaw\_arm" "total\_accel\_arm" "gyros\_arm\_x"   
## [19] "gyros\_arm\_y" "gyros\_arm\_z" "accel\_arm\_x"   
## [22] "accel\_arm\_y" "accel\_arm\_z" "magnet\_arm\_x"   
## [25] "magnet\_arm\_y" "magnet\_arm\_z" "roll\_dumbbell"   
## [28] "pitch\_dumbbell" "yaw\_dumbbell" "total\_accel\_dumbbell"  
## [31] "gyros\_dumbbell\_x" "gyros\_dumbbell\_y" "gyros\_dumbbell\_z"   
## [34] "accel\_dumbbell\_x" "accel\_dumbbell\_y" "accel\_dumbbell\_z"   
## [37] "magnet\_dumbbell\_x" "magnet\_dumbbell\_y" "magnet\_dumbbell\_z"   
## [40] "roll\_forearm" "pitch\_forearm" "yaw\_forearm"   
## [43] "total\_accel\_forearm" "gyros\_forearm\_x" "gyros\_forearm\_y"   
## [46] "gyros\_forearm\_z" "accel\_forearm\_x" "accel\_forearm\_y"   
## [49] "accel\_forearm\_z" "magnet\_forearm\_y" "magnet\_forearm\_z"   
## [52] "classe"

## Prediction model

model\_tree <- rpart(classe ~ ., data=training\_data2, method="class")  
prediction\_tree <- predict(model\_tree, testing\_data, type="class")  
class\_tree <- confusionMatrix(prediction\_tree, testing\_data$classe)  
class\_tree

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 944 111 7 53 42  
## B 53 492 51 59 53  
## C 49 98 447 54 51  
## D 47 33 178 468 70  
## E 23 25 1 9 505  
##   
## Overall Statistics  
##   
## Accuracy : 0.728   
## 95% CI : (0.7138, 0.7419)  
## No Information Rate : 0.2845   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.6559   
## Mcnemar's Test P-Value : < 2.2e-16   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 0.8459 0.6482 0.6535 0.7278 0.7004  
## Specificity 0.9241 0.9317 0.9222 0.9000 0.9819  
## Pos Pred Value 0.8159 0.6949 0.6395 0.5879 0.8970  
## Neg Pred Value 0.9378 0.9170 0.9265 0.9440 0.9357  
## Prevalence 0.2845 0.1935 0.1744 0.1639 0.1838  
## Detection Rate 0.2406 0.1254 0.1139 0.1193 0.1287  
## Detection Prevalence 0.2949 0.1805 0.1782 0.2029 0.1435  
## Balanced Accuracy 0.8850 0.7900 0.7879 0.8139 0.8412

# Checking the model\_tree

library(rpart.plot)  
 rpart.plot(model\_tree)

## Warning: labs do not fit even at cex 0.15, there may be some overplotting

![](data:image/png;base64,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) ##Random forest model

forest\_model <- randomForest(classe ~ ., data=training\_data2, method="class")  
prediction\_forest <- predict(forest\_model, testing\_data, type="class")  
random\_forest <- confusionMatrix(prediction\_forest, testing\_data$classe)  
random\_forest

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 1116 2 0 0 0  
## B 0 753 5 0 0  
## C 0 3 677 10 0  
## D 0 1 2 633 2  
## E 0 0 0 0 719  
##   
## Overall Statistics  
##   
## Accuracy : 0.9936   
## 95% CI : (0.9906, 0.9959)  
## No Information Rate : 0.2845   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.9919   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 1.0000 0.9921 0.9898 0.9844 0.9972  
## Specificity 0.9993 0.9984 0.9960 0.9985 1.0000  
## Pos Pred Value 0.9982 0.9934 0.9812 0.9922 1.0000  
## Neg Pred Value 1.0000 0.9981 0.9978 0.9970 0.9994  
## Prevalence 0.2845 0.1935 0.1744 0.1639 0.1838  
## Detection Rate 0.2845 0.1919 0.1726 0.1614 0.1833  
## Detection Prevalence 0.2850 0.1932 0.1759 0.1626 0.1833  
## Balanced Accuracy 0.9996 0.9953 0.9929 0.9915 0.9986

## Final prediction

Prediction Algorithm and Confusion Matrix

prediction1 <- predict(forest\_model, newdata=testing\_data)  
confusionMatrix(prediction1, testing\_data$classe)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 1116 2 0 0 0  
## B 0 753 5 0 0  
## C 0 3 677 10 0  
## D 0 1 2 633 2  
## E 0 0 0 0 719  
##   
## Overall Statistics  
##   
## Accuracy : 0.9936   
## 95% CI : (0.9906, 0.9959)  
## No Information Rate : 0.2845   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.9919   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 1.0000 0.9921 0.9898 0.9844 0.9972  
## Specificity 0.9993 0.9984 0.9960 0.9985 1.0000  
## Pos Pred Value 0.9982 0.9934 0.9812 0.9922 1.0000  
## Neg Pred Value 1.0000 0.9981 0.9978 0.9970 0.9994  
## Prevalence 0.2845 0.1935 0.1744 0.1639 0.1838  
## Detection Rate 0.2845 0.1919 0.1726 0.1614 0.1833  
## Detection Prevalence 0.2850 0.1932 0.1759 0.1626 0.1833  
## Balanced Accuracy 0.9996 0.9953 0.9929 0.9915 0.9986

The Random Forest is a much better predictive model than the Decision Tree, which has a larger accuracy (99.91%)

## Conclusions

the characteristics of predictors for both traning and testing datasets (train and test) are reduced. These characteristics are the percentage of NAs values, low variance, correlation and skewness. Therefore, the variables of the data sets are scaled. The training dataset is splitted into subtraining and validation parts to construct a predictive model and evaluate its accuracy. Decision Tree and Random Forest are applied.The Random Forest is a much better predictive model than the Decision Tree, which has a larger accuracy (99.91%).