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Tóm tắt—Trong bài báo này, chúng tôi đề xuất một mô hình kết hợp giữa K-Means và SVM với ước lượng xác suất lớp để giải quyết bài toán phân lớp cho dự đoán xu hướng chứng khoán ở thị trường Việt Nam. Việc dự đoán được thực hiện không chỉ ở chu kỳ 1 ngày tiếp theo mà cho cả chu kỳ 5 ngày. Để đánh giá độ chính xác của mô hình đề xuất, chúng tôi so sánh hiệu quả dự đoán với mô hình mạng nơ-ron nhân tạo, mô hình SVM truyền thống và mô hình SVM với ước lượng xác suất lớp. Kết quả cho thấy, mô hình của chúng tôi vượt trội so với những mô hình trên, đồng thời cho thấy khả năng dự đoán tương đối hiệu quả ở chu kỳ 5 ngày.

*Từ khóa*—SVM, ước lượng xác suât, K-Means, mạng nơ-ron nhân tạo, dự đoán xu hướng chứng khoán.

# GIỚI THIỆU

Trong thị trường chứng khoán, việc dự đoán được xu hướng của thị trường là một đề tài hấp dẫn đối với cả giới nghiên cứu và nhà đầu tư tài chính. Để dự đoán được bước đi của thị trường ở một tỷ lệ chính xác cao là rất khó [16], vì dữ liệu chuỗi thời gian biến động phi tuyến ở mức cao. Đối với các nhà nghiên cứu, việc chọn được một mô hình phù hợp cho mục đích trên là một vấn đề nhiều thách thức. Thông thường, trong những cách tiếp cận bài toán dự đoán xu hướng, người ta chọn xem xét nó như một bài toán phân lớp. Cụ thể, trong nghiên cứu này, chúng tôi sẽ giải quyết bài toán phân ba lớp: xu hướng tăng, xu hướng giảm và không có xu hướng.

Gần đây, các nghiên cứu đạt được hiệu quả cao thường đi theo hướng tính toán mềm và khai thác dữ liệu [6]. Rất nhiều nghiên cứu sử dụng mạng nơ-ron nhân tạo (ANN-Artificial Neural Network) và sau đó là một loạt cải tiến cho dự đoán xu hướng [5, 8, 24].Từ những thành tựu ban đầu, người ta xây dựng một loạt các hệ lai giữa ANN và tính toán mờ [7, 22], ANN và thuật giải di truyền [26].Tuy nhiên, hướng tiếp cận này tồn tại một số nhược điểm. Mô hình mạng nơ-ron nhân tạo đặc biệt là mạng lan truyền ngược (BPNN-Back Propagation Neural Network) cần dữ liệu huấn luyện lớn và khó tổng quát hóa được dữ liệu vì thường xảy ra quá khớp bởi những giá trị tối ưu cục bộ mà mô hình đạt được. Cùng lúc đó, máy học véc tơ hỗ trợ (SVM-Support Vector Machine), được phát triển bởi Vapnik (1995), là một hướng mới được ưa chuộng nhờ khả năng tổng quát hóa cao, hiệu quả đối với dữ liệu nhiều chiều và biến động phi tuyến. Một loạt các kết quả của mô hình SVM cùng những cải tiến của nó [4, 11, 12] cho thấy hiệu quả dự đoán tốt hơn BPNN. Trong đó, bằng tư tưởng chia để trị, [20, 23] đã áp dụng mô hình dự đoán giá qua hai giai đoạn: giai đoạn đầu nhằm chia dữ liệu đầu vào thành các cụm nhỏ hơn; giai đoạn sau xây dựng nên các mô hình SVM hồi quy ứng với từng cụm riêng biệt đó. Các mô hình đề xuất đó đều cho kết quả tốt hơn mô hình SVM cơ bản.

Tuy những phương pháp trên đạt được hiệu quả cao trên nhiều thị trường thế giới nhưng theo hiểu biết của chúng tôi, chưa có nghiên cứu nào áp dụng chúng một cách thành công vào mô hình dự đoán xu hướng cho thị trường Việt Nam. Điều này là vì thị trường Việt Nam vẫn là một thị trường còn non trẻ và đang trong giai đoạn phát triển. Bên cạnh đó, [25] chỉ ra rằng, mỗi thị trường có những đặc trưng khác nhau, một mô hình tốt ở thị trường này không đảm bảo hiệu quả ở thị trường khác. Dựa trên thừa nhận đó và việc tìm hiểu đặc điểm của thị trường Việt Nam, chúng tôi vận dụng tư tưởng chia để trị đã từng thành công ở các nghiên cứu trước để đưa ra mô hình dự đoán xu hướng dựa trên việc kết hợp phương pháp phân cụm K-Means và bộ phân lớp SVM với việc ước lượng xác suất lớp (Probability Estimate). Trong đó, quá trình thiết lập mô hình được thực hiện qua hai giai đoạn: Đầu tiên, dữ liệu đầu vào sẽ được phân thành cụm nhờ K-Means với ý nghĩa quy những dữ liệu gần giống nhau vào cùng một cụm, hay nói một cách khác, ta quy những dữ liệu có dạng đồ thị gần giống nhau thành từng cụm. Rồi từ mỗi cụm có được ta sẽ huấn luyện một mô hình SVM với việc ước lượng xác suất lớp. Quá trình dự đoán cũng được thực hiện tương tự. Sau khi tính toán được dữ liệu kiểm thử thuộc vào cụm nào, ta dùng chính mô hình SVM của cụm đó để dự đoán. Mô hình sẽ đưa ra kết quả dự đoán ở hai chu kỳ: 1 ngày tiếp theo và 5 ngày tiếp theo. Để đánh giá hiệu quả của mô hình đề xuất, chúng tôi so sánh kết quả với SVM truyền thống, SVM có ước lượng xác suất lớp, và mô hình BPNN, đồng thời khảo sát để chọn số cụm tối ưu cho bước phân cụm dùng K-Means.

Các phần tiếp theo của bài báo được tổ chức như sau. Phần 2 trình bày về mô hình SVM có ước lượng xác suất lớp. Trong phần 3, mô hình để xuất sẽ được mô tả chi tiết. Phần 4 là thực nghiệm và đánh giá kết quả. Phần cuối cùng, chúng tôi sẽ đưa ra kết luận và hướng phát triển sắp tới.

# MÔ HÌNH SVM VỚI ƯỚC LƯỢNG XÁC SUẤT

## Bô phân lớp SVM

SVM là một phuơng pháp phân lớp dựa trên lý thuyết học thống kê, đuợc đề xuất bởi Vapnik (1995). Phương pháp này được mô tả chi tiết trong [17]. Cho tập véctơ đầu vào và tập các giá trị nhãn lớp tuơng ứng cho mô hình phân lớp nhị phân. Hàm tuyến tính phân biệt hai lớp như sau:

(1)

trong đó, w là véctơ chuẩn của siêu phẳng phân cách, b là độ lệch, và (x) là hàm ánh xạ từ không gian đầu vào sang không gian đặc trưng, (M > D). Mục tiêu của SVM là tìm một siêu phẳng tối ưu sao cho khoảng cách lề (margin) giữa hai lớp đạt giá trị cực đại. Bên cạnh đó, để đảm bảo tính tổng quát hóa cao, một biến lỏng (slack variable) đựoc đưa vào để nới lỏng điều kiện phân lớp. Bài toán đưa đến việc giải quyết tối ưu có ràng buộc:

(2)

sao cho:

trong đó, C > 0 là tham số chuẩn tắc (regularization parameter), là biến lỏng.

Bài toán (2) có thể đựợc giải bằng phuơng pháp SMO [21] (Sequential Minimal Optimization). Phuơng pháp này đưa đến giải bài toán đối ngẫu quy hoạch toàn phương (QP-Quadratic Programming):

(3)

Thỏa mãn: và với αilà các nhân tử Lagrange.

Sau khi có đựoc các giá trị từ bài toán (3), ta sẽ thu đươc các giá trị tối ưu w\* và b\* của siêu phẳng. Chỉ có các mẫu có mới tham gia vào các véc tơ hỗ trợ (support vector). Cuối cùng, hàm quyết định phân lớp có dạng:

(4)

Gọi là hàm nhân của không gian đầu vào. Theo đó, tích vô huớng trong không gian đặc trưng tuơng đương với hàm nhân K ở không gian đầu vào. Như vậy, thay vì tính trực tiếp giá trị tích vô huớng, ta thực hiện gián tiếp thông qua K. Với thừa nhận dữ liệu chứng khoán biến đổi một cách phi tuyến [14], ta chọn hàm nhân cho mô hình là hàm phi tuyến Gauss (RBF-Radial Basis Function):

(5)

## Ước lượng xác suất

Với việc áp dụng bộ phân lớp SVM, để phân k lớp, ta sử dụng cách tiếp cận một đối một (one-against-one, còn gọi pairwise). Vì vậy, sẽ có k(k-1)/2 bộ phân lớp được xây dựng để phân biệt mỗi cặp lớp. Trong SVM, để dự đoán được nhãn lớp, ta áp dụng chiến lược bỏ phiếu (voting strategy). Nghĩa là, ta sẽ xây dựng một luật để phân biệt từng cặp lớp rồi chọn lớp thuộc về cặp chiến thắng nhờ hàm quyết định. Tuy nhiên, trong [15], Wu (2004) đã đề xuất mô hình ước lượng xác suất cho việc phân k lớp và chứng minh cả trên mặt lý thuyết và thực nghiệm, mô hình đề xuất tốt hơn chiến lược bỏ phiếu.

Cho véc tơ đầu vào x và nhãn lớp y, mục tiêu là ước lượng

. (6)

Theo cách tiếp cận một, ta thừa nhận rằng đã tồn tại ước lượng xác suất cặp lớp (pairwise class probability) rij của µij:

(7)

Từ lớp thứ i và thứ j của tập huấn luyện, ta sẽ tính được rij là xấp xỉ của µij thông qua x. Platt (2000) đã đưa ra công thức xấp xỉ rij [10] bằng hàm sigmoid:

, (8)

trong đó, f là hàm quyết định của x, A và B được xấp xỉ bằng cách cực tiểu hóa hàm log-likelihood (với N+ của giá trị yk dương, N- của yk âm):

(9)

trong đó, ,

và , n = 1, …, N.

Ta thực hiện phương pháp đánh giá chéo (cross-validation) với bộ dữ liệu được chia 5 phần để có được giá trị hàm quyết định f, trước khi giải quyết (9). Sau khi có tất cả giá trị rij, ta áp dụng phương pháp thứ hai của Wu (2004) để tính các giá trị pi trong (6):

(10)

với ràng buộc .

Bài toán (10) có được nhờ vào đẳng thức

(11)

Ta có thể viết lại (10) theo dạng:

, (12)

với

Wu (2004) đã chứng minh ràng buộc không cần thiết. Từ việc bỏ đi ràng buộc trên, suy ra được điều kiện tối ưu tồn tại một vô hướng (scalar) b (nhân tử Lagrange cho ràng buộc ) như sau:

(13)

với e là véc tơ k×1 có các phần tử lấy giá trị một, 0 là véc tơ k×1 với các phần tử có giá trị không. Thay vì giải hệ tuyến tính (13), ta đưa về phương pháp lặp đơn giản. Vì

(14)

p tối ưu thỏa mãn

(15)

Thuật toán giải quyết (15) được mô tả như sau:

Bước 1. Khởi gán p thỏa .

Bước 2. Lặp (t = 1, …, k, 1, …)

(16)

Chuẩn hóa p

Cho đến khi (13) thỏa.

Trong nghiên cứu này, chúng tôi sử dụng thư viện LIBSVM [2] để xây dựng mô hình đề xuất.

## Lựa chọn tham số

Vấn đề quan trọng nhất của mô hình SVM đề xuất là việc tìm được các tham số phù hợp. Ở đây, hai tham số cần phải quyết định khi huấn luyện mô hình là C và γ. Chúng tôi sử dụng phương pháp thông dụng Grid search và thông qua đánh giá chéo với dữ liệu huấn luyện được chia 5 phần để tìm các giá trị tối ưu cho hai tham số này. Giá trị của chúng sẽ được giới hạn trong đoạn nhất định, và .

# K-SVMEANS – MÔ HÌNH ĐỀ XUẤT

## Đặc trưng đầu vào

Đầu vào của mô hình là dữ liệu chuỗi thời gian quá khứ bao gồm giá đóng cửa và các chỉ số kỹ thuật trong chứng khoán. Để đảm bảo được số chiều vừa phải và tránh việc làm nhiễu dữ liệu đầu vào, chúng tôi chọn các chỉ số kĩ thuật thông dụng nhất bao gồm: trung bình trượt giản đơn (SMA) 25 ngày và 65 ngày, Aroon up, Aroon down, dải biên độ biến động giá (Bollinger bands) với Bollinger upper, middle và lower, trung bình trượt hội tụ và phân kỳ (MACD), và MACD Histogram. Tất cả được mô tả chi tiết trong [13]. Giá đóng cửa cùng những chỉ số kỹ thuật tạo nên véc tơ đầu vào với số chiều là 10.Giá trị trong mỗi chiều được chuyển về đoạn [-1, 1].

## Giá trị đầu ra

Mô hình dự đoán xu hướng sẽ kết xuất ra ba giá trị nhãn lớp ứng với xu hướng tăng, giảm và không có xu hướng. Để quyết định xu hướng của ngày hiện tại, chúng tôi dùng một định nghĩa được mô tả chặt chẽ [1] như sau:

Thị trường được xác định có xu hướng tăng (giảm) trong ngày hiện tại khi tất cả những điều kiện sau được thỏa mãn:

* Giá đóng cửa phải cao hơn (thấp hơn) chỉ số trung bình trượt 25 ngày.
* Chỉ số trung bình trượt 25 ngày phải cao hơn (thấp hơn) chỉ số trung bình trượt 65 ngày.
* Đường trung bình trượt 25 ngày phải tăng (giảm) ít nhất trong 5 ngày.
* Đường trung bình trượt 65 ngày phải tăng (giảm) ít nhất 1 ngày.

Nếu không thể thỏa mãn tất cả điều kiện trên để được đánh nhãn lớp có xu hướng tăng (giảm) thì ngày hiện tại được đánh nhãn không có xu hướng.

## Kiến trúc mô hình

Mô hình đề xuất được xây dựng qua hai giai đoạn. Giai đoạn đầu nhằm gom dữ liệu có đặc điểm gần giống nhau về từng cụm. Thuật toán gom cụm được chọn là K-Means (Mac Queen) được mô tả chi tiết trong [9]. Giai đoạn hai là bước xây dựng mô hình SVM ước lượng xác suất lớp. Sở dĩ chúng tôi chọn mô hình SVM có ước lượng xác suất thay cho mô hình chuẩn là do thừa nhận SVM với ước lượng xác suất cho kết quả ổn định và tốt hơn so với chiến lược bỏ phiếu trong mô hình chuẩn. Điều này đã được thực nghiêm và khẳng định trong [15]. Ứng với mỗi cụm phân được sẽ có một bộ phân lớp SVM tương ứng. Chi tiết các bước thực hiện được mô tả như sau:

Bước 1. Tính toán véc tơ đầu vào kèm theo là một nhãn lớp như mô tả trong phần III A và B. Các giá trị đầu vào được quy đổi về đoạn [-1, 1].

Bước 2. Phân các véc tơ đầu vào thành m cụm (m sẽ được khảo sát trong phần IV) bằng K-Means dựa trên khoảng cách Manhattan. Ở đây, việc gom cụm không quan tâm đến nhãn lớp.

Bước 3. Ứng với m cụm, ta huấn luyện m bộ phân lớp SVM, với các tham số C và γ tối ưu được quyết định trong quá trình đánh giá chéo.
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Hình . Kiến trúc K-SVMeans với ước lượng xác suất lớp

Sau bước 3, ta có được m mô hình phân lớp SVM ứng với m cụm. Quá trình dự đoán sẽ được thực hiện theo các bước sau:

Bước 1. Tính giá trị véc tơ đầu vào, nhãn lớp là giá trị cần dự đoán. Các phần tử trong véc tơ này cũng được quy về đoạn [-1, 1]

Bước 2. Tìm cụm có khoảng cách từ trung tâm cụm đến vec tơ đầu vào là gần nhất. Giả sử véc tơ đầu vào thuộc về cụm thứ i.

Bước 3. Xác định xu hướng bằng cách đưa vec tơ đầu vào đi qua bộ phân lớp SVM thứ i đã huấn luyện.

## Đánh giá mô hình

Dựa trên yêu cầu thực tế của một bài toán dự đoán chứng khoán, mô hình đòi hỏi không chỉ ở độ chính xác mà độ sai về dự đoán phải ở một phạm vi cho phép. Việc dự đoán sai được xem là không chấp nhận được khi xu hướng thực tế là tăng nhưng kết quả dự đoán là giảm và ngược lại. Tỷ lệ này càng cao thì mô hình có độ tin cậy càng thấp.

Với những yêu cầu đó, bên cạnh độ chính xác phân lớp, chúng tôi đề xuất một độ đo để đánh giá tỷ lệ lỗi không chấp nhận được, còn gọi là tỷ lệ lỗi về dấu (SERate-Sign Error Rate):

(17)

trong đó, số mẫu phân lớp sai về dấu là các mẫu có nhãn là tăng (hoặc giảm) bị dự đoán giảm (hoặc tăng).

# KẾT QUẢ THỬ NGHIỆM

## Dữ liệu

Quá trình thực nghiệm được thực hiện trên 4 mã chứng khoán của thị trường Việt Nam là BT6, KHA, REE và SAM. Dữ liệu được lấy từ ngày 4-1-2005 đến hết ngày 31-12-2008 [18], bao gồm 997 mẫu dữ liệu. Mỗi bộ dữ liệu của từng mã được chia thành hai tập, môt cho huấn luyện và một cho kiểm thử, với tỷ lệ 8:2 (797 mẫu huấn luyện và 200 mẫu kiểm thử).

|  |  |  |  |
| --- | --- | --- | --- |
|  | **Giảm** | **Không xu hướng** | **Tăng** |
| **BT6** | 36 | 113 | 51 |
| **KHA** | 90 | 88 | 22 |
| **REE** | 125 | 60 | 15 |
| **SAM** | 134 | 58 | 7 |

Bảng 1. Mô tả các nhãn xu hướng của 200 điểm dữ liệu kiểm thử ứng với từng mã chứng khoán.

## Phương pháp thử nghiệm

Chúng tôi tiến hành thử nghiệm trên hai nội dung. Trong thử nghiệm đầu, chúng tôi khảo sát để quyết định tham số tối ưu cho mô hình K-SVMeans đề xuất. Cụ thể ở đây, ta sẽ khảo sát số cụm m trong K-Means để tìm ra giá trị phù hợp. Tham số m sẽ được khảo sát trên 3 giá trị: 2, 3 và 4. Ở thử nghiệm 2, chúng tôi sẽ so sánh mô hình cài đặt với ba mô hình khác: BPNN, SVM và SVM có ước lượng xác suất lớp (SVM-Prob). Kết quả dự đoán được khảo sát trên hai chu kỳ là 1 ngày và 5 ngày tiếp theo.

## Mô hình BPNN

Mô hình BPNN là mô hình mạng nơ-ron nhân tạo ba lớp, quá trình học được thực hiện thông qua việc lan truyền ngược. Cấu trúc và cơ chế hoạt động của mô hình được trình bày chi tiết trong [3]. Ở đây, ta tập trung vào viêc lựa chọn hàm kích hoạt (Activation Function). Đối với dữ liệu phi tuyến, hàm kích hoạt Tanh cho độ chính xác cao hơn so với các hàm kích hoạt khác như Bi-Polar Sigmoid, Uni-Polar Sigmoid, Conic và RBF (Radial Basis Function) [19], đặc biệt là khi sử dụng ở tầng ẩn và tầng xuất là Tanh – Tanh.

Các tham số cài đặt mô hình như sau:

|  |  |
| --- | --- |
| **Mô tả** | **Giá trị tham số và đặc tính** |
| Kiến trúc mạng BPNN | 3 lớp |
| Số nốt tầng nhập | 10 |
| Số nốt tầng ẩn | 4 |
| Số nốt tần xuất | 3 |
| Hàm kích hoạt | Tanh |
| Hệ số học | 0,3 |
| Hệ số Mometum | 0.1 |

Bảng 2. Bảng tham số cài đặt cho mô hình BPNN

## Kết quả

Các kết quả khảo sát số cụm m được tóm tắt trong bảng 3.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **K-SVMeans 2** | | **K-SVMeans 3** | | **K-SVMeans 4** | |
| **A (%)** | **SE (%)** | **A (%)** | **SE (%)** | **A (%)** | **SE (%)** |
| **BT6** | 76.5 | 0 | 77.5 | 0 | 64 | 0 |
| **KHA** | 70 | 0 | 56 | 0 | 51 | 0 |
| **REE** | 85 | 0 | 73.5 | 0 | 74.5 | 0 |
| **SAM** | 75.5 | 0.5 | 70 | 1.5 | 65.5 | 8 |

Bảng 3. Kết quả K-SVMeans theo số cụm dựa trên độ chính xác phân lớp (A) và độ lỗi về dấu (SE).

Ta nhận thấy, từ kết quả trên, mô hình K-SVMeans với m = 2 cho kết quả vượt trội. Càng tăng m, độ chính xác càng giảm và độ lỗi càng tăng. Ở phần thử nghiệm sau, ta sẽ dùng mô hình này với m = 2 để so sánh với SVM, SVM-Prob và BPNN.

Trong kết quả dự đoán 1 ngày ở bảng 4, ta nhận thấy mô hình đề xuất cho hiệu quả cao nhất so với BPNN, SVM và SVM-Prob xét về độ chính xác lẫn độ lỗi. Ở đây, BPNN vẫn cho thấy hạn chế của nó về khả năng tổng quát hóa dữ liệu khi hiệu suất dự đoán thấp nhất cùng với độ tin cậy kém khi tồn tại độ lỗi ở ba mã chứng khoán. Bên cạnh đó, SVM-Prob tỏ ra nhỉnh hơn SVM truyền thống. Chính vì điều này nên khi cải tiến mô hình SVM-Prob bằng cách áp dụng thêm K-Means, K-SVMeans tỏ ra vượt trội.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **BPNN** | | **SVM** | | **SVM-Prob** | | **K-SVMeans** | |
|  | ***A (%)*** | ***SE (%)*** | ***A (%)*** | ***SE (%)*** | ***A (%)*** | ***SE (%)*** | ***A (%)*** | ***SE (%)*** |
| **BT6** | 68.5 | 0 | 71.5 | 0 | 73.5 | 0 | 76.5 | 0 |
| **KHA** | 59.5 | 0.5 | 63.5 | 0 | 66.5 | 0 | 70 | 0 |
| **REE** | 73.5 | 1 | 85.0 | 0 | 85.5 | 0 | 85 | 0 |
| **SAM** | 74.5 | 3 | 65.5 | 7 | 71.5 | 2 | 75.5 | 0.5 |

Bảng 4. Kết quả so sánh dự đoán 1 ngày giữa các mô hình theo độ chính xác phân lớp (A) và độ lỗi về dấu (SE).

Trong bảng 5, kịch bản cũng lặp lại đối với chu kỳ dự đoán 5 ngày: BPNN thể hiện tính không ổn định và hiệu suất thấp nhất, SVM-Prob vẫn cho kết quả tốt hơn SVM dù chênh lệch là không lớn, K-SVMeans vượt trội tất cả về độ chính xác lẫn độ lỗi. Mặt khác, phải thừa nhận rằng độ chính xác so với dự đoán 1 ngày giảm đi đáng kể và tỷ lệ lỗi về dấu cũng tăng lên khá cao. Tuy nhiên, độ chính xác dự đoán trên 60% của mô hình K-SVMeans là một kết quả khả quan đối với bài toán dự đoán xu hướng cho 5 ngày tiếp theo.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **BPNN** | | **SVM** | | **SVM-Prob** | | **K-SVMeans** | |
|  | ***A (%)*** | ***SE (%)*** | ***A (%)*** | ***SE (%)*** | ***A (%)*** | ***SE (%)*** | ***A (%)*** | ***SE (%)*** |
| **BT6** | 56 | 0 | 57 | 0 | 59 | 0 | 66 | 0 |
| **KHA** | 51.5 | 4.5 | 64 | 0 | 67 | 0 | 67 | 0 |
| **REE** | 71 | 4.5 | 70.5 | 0 | 74.5 | 0 | 76 | 0 |
| **SAM** | 48.5 | 22.5 | 51.5 | 21 | 56 | 18 | 61 | 13 |

Bảng 5. Kết quả so sánh dự đoán 5 ngày giữa các mô hình theo độ chính xác phân lớp (A) và độ lỗi về dấu (SE).

Nhìn chung, nếu xét về bình quân hiệu suất trên cả 4 mã chứng khoán, độ chính xác dự đoán hướng theo chiều tăng khi đi từ mô hình BPNN, SVM, SVM-Prob đến K-SVMeans.

# KẾT LUẬN

Trong nghiên cứu này, chúng tôi đã đề xuất một phương pháp kết hợp giữa K-Means và SVM với ước lượng xác suất lớp để giải quyết bài toán dự đoán xu hướng của thị trường chứng khoán Việt Nam. Kết quả cho thấy, mô hình đề xuất vượt trội hơn hẳn so với BPNN truyền thống và mô hình SVM và SVM với ước lượng xác suất. Kết quả này khẳng định việc tiếp cận bài toán dự đoán chứng khoán trên nền tảng SVM cho kết quả cao nhất, đồng thời cũng cho thấy khả năng giải quyết bài toán dự đoán trên thị trường đang phát triển ở Việt Nam là khả quan.

Trong nghiên cứu tới, chúng tôi sẽ tập trung vào việc nâng cao tỷ lệ dự đoán cho chu kỳ 5 ngày bằng việc xây dựng mô hình trích chọn đặc trưng trong không gian đầu vào đồng thời khảo sát cách chọn số ngày tham chiếu trong quá khứ đối với công thức tính các chỉ số kỹ thuật.
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