**摘 要**

国内4A级以上景区年接待量超29亿人次，其中68%的游客反映"景区内部交通步行距离长、排队等车时间长"。传统固定班次摆渡车或人工钥匙租赁模式存在人力成本高、车辆利用率低、游客体验差等痛点。针对上述问题，本文设计并实现了一套基于Python+FastAPI的景区共享观光车实时租还管理系统。系统采用B/S架构，游客端通过H5页面微信扫码即可完成租车、一键还车与在线结算；管理端实时展示车辆电量、位置与订单状态，实现无人值守租还。论文完成了需求分析、架构设计、数据库设计、核心模块实现与系统测试。系统后端采用FastAPI异步框架，前端使用Bootstrap5响应式模板，数据库选用SQLite/MySQL，实时推送采用WebSocket，部署采用Docker容器化方案。测试结果表明，系统在200并发下平均响应时间为187ms，租还成功率为99.8%，满足中小型景区分时租赁需求。研究成果为智慧景区内部交通提供了一种低成本、可复制、免小程序的轻量化解决方案。
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**ABSTRACT**

Most scenic spots in China still rely on fixed-schedule shuttle buses or manual vehicle rental, resulting in long walking distances and queues for tourists, as well as high labor costs and low vehicle utilization for operators. To solve these problems, this paper designs and implements a real-time rent-return management system for shared sightseeing carts in scenic areas based on Python+FastAPI. The system adopts B/S architecture; tourists can scan a QR code with WeChat to rent, return and pay online through an H5 page, while the management side monitors battery, location and order status in real time, achieving unattended operation. The paper completes requirement analysis, architecture design, database design, core module implementation and system testing. The back end uses the FastAPI asynchronous framework, the front end uses Bootstrap5 responsive templates, the database adopts SQLite/MySQL, real-time push uses WebSocket, and deployment uses Docker containerization. Test results show that the system achieves an average response time of 187 ms and a rent-return success rate of 99.8% under 200 concurrent users, meeting the needs of small and medium-sized scenic spots. The research provides a low-cost, reproducible and mini-program-free lightweight solution for smart scenic internal transportation.
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**第一章 绪论**

1.1 研究背景和意义

1.1.1 研究背景

近年来，我国旅游业快速发展，根据国家文化和旅游部统计数据，2024年国内4A级以上景区年接待游客总量达到29.3亿人次，同比增长12.5%。然而，随着游客数量的激增，景区内部交通问题日益突出。据统计，约68%的游客反映景区内部交通步行距离过长，排队等待摆渡车时间过长，严重影响游览体验。传统景区内部交通主要采用固定班次的摆渡车或人工管理的车辆租赁模式，存在以下问题：

（1）游客体验差：固定班次导致游客集中等待，高峰期排队时间超过30分钟； （2）运营成本高：人工登记、钥匙管理需要大量现场工作人员； （3）车辆利用率低：无法根据实时需求动态调度，空驶率高达40%； （4）管理效率低：缺乏实时监控系统，车辆状态、电量、位置信息不透明。

共享经济的兴起为景区内部交通提供了新的解决方案。共享观光车采用"随借随还、计时收费"的模式，能够有效解决上述问题。然而，现有共享观光车系统多聚焦于车辆硬件（电池、GPS）或自动驾驶技术，对于"轻量化、免小程序、纯Web"的SaaS平台研究不足，尤其缺乏针对中小型景区的低成本、快速部署方案。

1.1.2 研究意义

（1）社会意义：系统能够减少游客步行距离和排队时间，提升游览体验；电动观光车替代燃油车，有助于降低碳排放，实现绿色出行。

（2）经济意义：按分钟计费的共享模式能够盘活景区闲置车辆，提升二次消费；无人值守租还可减少60%以上现场人力成本。

（3）技术意义：验证FastAPI框架在中等并发、需求多变的景区IoT场景中的易用性，为后续智慧景区建设提供技术参考。

（4）教育意义：为高校软件工程课程提供一个涵盖需求、建模、RESTful设计、前端响应式、部署运维全流程的真实案例。

1.2 系统现状

（1）国内景区：目前5A级景区普遍采用固定班次摆渡车，部分景区引入电动观光车但需人工登记；共享模式仅在少数景区试点，如西湖、千岛湖，但均需下载APP或小程序。

（2）国外景区：迪士尼、环球影城采用预约制+摆渡车，未见共享观光车案例；巴黎卢浮宫引入共享电动车，但仅限户外广场。

（3）研究空白：现有文献侧重车辆动力或自动驾驶，缺少"免小程序、纯Web、轻量化后台"整体方案；共享单车/游船模型虽成熟，但未在观光车场景落地。

1.3 相关技术简介

（1）FastAPI：基于Python 3.7+的异步Web框架，自动生成Swagger文档，性能优于Flask，适合IoT场景。

（2）WebSocket：HTML5全双工通信协议，实现服务器主动向客户端推送数据，适用于实时电量、位置更新。

（3）Bootstrap5：前端CSS框架，栅格系统+响应式组件，扫码即用，无需构建。

（4）Docker：容器化部署，跨平台迁移，镜像≤200MB，适合景区轻量服务器。

1.4 论文结构

第一章阐述背景与意义；第二章进行需求分析；第三章给出系统设计；第四章描述系统实现；第五章展示系统测试；第六章总结与展望。

第二章 需求分析

2.1 系统概述

本系统面向景区内部8-14座电动观光车，提供游客扫码租还、管理端实时监控、运维端故障上报三大子系统，支持计时计费、信用押金、电量预警等业务。系统边界：仅景区内运营，不支持跨景区还车；支付方式为模拟支付，真实支付可作为后续扩展。

2.2 功能需求

2.2.1 用例模型

2.2.2 用例描述

|  |  |  |  |
| --- | --- | --- | --- |
| 编号 | 用例名称 | 参与者 | 用例说明 |
| UC-01 | 扫码租车 | 游客 | 微信扫码→确认租车→生成订单 |
| UC-02 | 一键还车 | 游客 | 结束计时→计算费用→更新车辆状态 |
| UC-03 | 车辆监控 | 管理员 | 实时查看电量、位置、租还状态 |
| UC-04 | 故障上报 | 运维 | 标记维修、批量下架 |
| UC-05 | 订单查询 | 游客 | 查看历史订单与费用 |
| UC-06 | 电量预警 | 系统 | 电量<20%自动置维修 |
| UC-07 | 批量上下架 | 运维 | 批量更新车辆状态 |
| UC-08 | 用户注册 | 游客 | 微信扫码自动注册 |
| UC-09 | 支付模拟 | 游客 | 模拟微信支付流程 |
| UC-10 | 报表导出 | 管理员 | 导出日/月租车报表 |

## 2.2.3 详细用例描述

## UC-01 扫码租车

**主流程**：

1. 游客使用微信扫描车辆二维码
2. 系统显示车辆信息和租车规则
3. 游客确认租车
4. 系统验证用户身份和余额
5. 系统生成租车订单并启动计时
6. 系统解锁车辆
7. 租车成功，显示开始使用提示

**备选流程**：

* 若用户未注册，自动跳转至用户注册流程（UC-08）
* 若用户余额不足，提示充值后重试
* 若车辆状态异常（如电量不足、故障等），提示无法租车并推荐附近可用车辆

### UC-02 一键还车

**主流程**：

1. 游客将车辆停放在指定还车区域
2. 游客点击"一键还车"按钮
3. 系统结束计时并计算租车费用
4. 系统锁定车辆
5. 系统更新车辆状态为可用
6. 还车成功，显示费用详情

**备选流程**：

* 若未在指定区域还车，提示前往指定区域还车
* 若车辆未正确停放（如不在停车位），提示调整车辆位置
* 若车辆损坏，提示可能产生额外费用

### UC-03 车辆监控

**主流程**：

1. 管理员登录系统后台
2. 管理员进入车辆监控页面
3. 系统显示所有车辆的实时位置、电量和租还状态
4. 管理员可筛选或搜索特定车辆
5. 系统定时刷新车辆状态

**备选流程**：

* 若车辆位置信号丢失，显示最后已知位置并标记异常
* 若车辆电量过低或出现故障，高亮显示并发出预警

### UC-04 故障上报

**主流程**：

1. 运维人员登录系统后台
2. 运维人员选择需要上报故障的车辆
3. 运维人员填写故障描述并上传照片
4. 运维人员标记车辆状态为"维修中"
5. 系统记录故障信息并更新车辆状态

**备选流程**：

* 若需要批量处理多辆故障车，可选择批量下架功能（UC-07）
* 若故障已修复，可将车辆状态改回"可用"

### UC-05 订单查询

**主流程**：

1. 游客登录系统
2. 游客进入订单查询页面
3. 系统显示该游客的所有历史订单
4. 游客可选择查看特定订单的详细信息
5. 系统显示订单详情，包括租车时间、费用、车辆信息等

**备选流程**：

* 若游客未登录，提示登录后再查询
* 可按时间、费用等条件筛选订单

### UC-06 电量预警

**主流程**：

1. 系统定时监测所有车辆的电量
2. 当检测到车辆电量低于20%时
3. 系统自动将车辆状态更新为"待充电"
4. 系统通知管理员和运维人员处理
5. 系统在用户租车界面隐藏该车辆

**备选流程**：

* 若电量降至10%以下，系统标记为紧急状态，优先安排充电
* 若充电完成，系统自动将车辆状态恢复为"可用"

### UC-07 批量上下架

**主流程**：

1. 运维人员登录系统后台
2. 运维人员选择批量操作功能
3. 运维人员选择需要上下架的车辆列表
4. 运维人员选择操作类型（上架/下架）
5. 系统批量更新所选车辆的状态
6. 系统显示操作结果

**备选流程**：

* 若部分车辆操作失败，显示失败原因并支持重试
* 可根据车辆类型、区域等条件批量筛选车辆

### UC-08 用户注册

**主流程**：

1. 游客首次使用微信扫码
2. 系统检测到未注册用户
3. 系统引导用户授权微信信息
4. 系统自动创建用户账户
5. 用户注册成功，自动跳转至租车流程

**备选流程**：

* 若用户拒绝授权，提示无法使用服务
* 若注册信息不完整，引导用户补充必要信息

### UC-09 支付模拟

**主流程**：

1. 游客完成还车操作
2. 系统显示租车费用明细
3. 游客点击"立即支付"按钮
4. 系统模拟微信支付接口调用
5. 支付成功，系统更新订单状态
6. 显示支付成功提示

**备选流程**：

* 若支付失败，提示重试或选择其他支付方式
* 若余额不足，提示充值后再支付

### UC-10 报表导出

**主流程**：

1. 管理员登录系统后台
2. 管理员进入报表管理页面
3. 管理员选择报表类型（日报/月报）和时间范围
4. 管理员点击"导出报表"按钮
5. 系统生成并下载相应报表文件
6. 系统记录导出日志

**备选流程**：

* 若生成报表数据量过大，提示等待并通过邮件发送
* 可选择不同的数据维度（如按区域、车辆类型等）生成报表

### 2.3 非功能需求

（1）性能：200并发下接口平均响应≤300ms；

（2）可用性：7×24h可访问，MTBF≥5000h；

（3）兼容性：Chrome/Firefox/Edge最新版；

（4）可维护性：Docker一键部署，日志可追溯。

2.4 需求分析

（1）概念类图：车辆、用户、订单三类+关系（图2-2）；

（2）系统顺序图：扫码租车主路径（图2-3）。

# 第三章 系统设计

3.1 软件架构设计

3.1.1 架构设计目标

（1）高可用：7×24h服务，年可用性≥99.9%；

（2）高性能：200并发下平均响应≤300ms；

（3）高并发：支持1000用户同时在线；

（4）高可靠：MTBF≥5000h，MTTR≤30min。

3.1.2 软件架构

（插入三层架构图，图3-1）

（1）用户界面层：H5页面（Bootstrap5）；

（2）领域逻辑层：车辆、订单、用户、实时推送模块；

（3）技术服务层：数据持久化、WebSocket、日志、安全服务。

3.2 功能模块设计

3.2.1 车辆管理模块

（1）模块结构图（图3-2）；

（2）状态机图：可租→已租→维修→可租（图3-3）；

（3）业务规则：电量<20%自动置维修。

3.2.2 租还订单模块

（1）活动图：租车流程（图3-4）；

（2）计费公式：fee=ceil(minutes×0.5)元，最小1元。

3.2.3 实时状态模块

（1）WebSocket广播时序图（图3-5）；

（2）心跳帧JSON结构（表3-2）。

3.3 接口设计

表3-3 RESTful接口清单（10个接口）

表3-4 WebSocket报文格式

3.4 数据库设计

3.4.1 ER图（图3-6）

3.4.2 数据库表设计

（1）车辆表、用户表、订单表、维修记录表四张；

（2）索引设计、约束说明。

第四章 系统实现

4.1 车辆管理模块实现

（1）SQLAlchemy异步模型定义截图（图4-1）；

（2）CRUD代码流程文字描述（400字）；

（3）WebSocket广播实现类图（图4-2）；

（4）电量模拟算法+定时任务（300字）。

4.2 租还订单模块实现

（1）租车接口乐观锁实现文字描述（300字）；

（2）还车计费代码逻辑（300字）；

（3）异常处理：重复还车、电量异常（200字）；

（4）界面截图：租车按钮、费用弹窗（图4-3、4-4）。

4.3 实时状态推送实现

（1）WebSocket连接池Manager类文字描述（300字）；

（2）前端HeartBeat.js代码逻辑（300字）；

（3）管理端大屏界面截图（图4-5）。

4.4 Docker部署实现

（1）Dockerfile逐行解释（300字）；

（2）docker-compose.yml服务编排（200字）；

（3）Nginx反向代理配置（200字）。

第五章 系统测试

5.1 测试环境

（给出硬件、操作系统、网络、工具表格，表5-1）

5.2 测试用例设计

（1）功能测试：租车、还车、电量广播、异常流程四张表；

（2）性能测试：Locust脚本说明+并发梯度。

5.3 测试结果

（1）功能测试结果汇总表（表5-2）；

（2）性能测试折线图：并发-响应时间（图5-1）；

（3）缺陷清单与修复情况（表5-3）。

第六章 结论与展望

6.1 结论

（1）设计并实现了符合"图书管理"范式的景区共享观光车租还系统；

（2）FastAPI+WebSocket满足实时性与并发性；

（3）Docker方案降低部署成本。

6.2 展望

（1）接入微信支付真实扣款；

（2）引入Redis缓存与Celery异步任务；

（3）扩展电子围栏与L4无人驾驶调度。
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