To complete these four tasks, you must follow the following guidelines.

1. You should build one class called DataSample that represents each data sample.

* Inside this class, you should have the following members:
  + **private** **int** label; (represent the label of this sample).
  + **private** **int** numOfAttributes; (represent the number of attributes for each data sample).
  + **private** **double**[] atrributes; (represent the attributes in an array).
* Inside this class, you should have the following methods:
  + **public** DataSample(**int** lb, **double**[] atr); (Constructor for this class. You should set label, numOfAttributes and atrributes for this sample inside this method).
  + **public** **void** setLabel(**int** lb); (Set the label of this sample).
  + **public** **int** getLabel(); (Get the label of this sample).
  + **public** **int** getnumOfAttributes(); (Get the number of attributes of this sample).
  + **public** **double**[] getAttributes(); (Get the attributes of this sample).
  + **public** **double** distance(DataSample dat); (Get the distance of this sample to another sample dat. We calculate the Euclidean distance between two samples. E.g. ![](data:image/x-wmf;base64,183GmgAAAAAAAEwLewLsCQAAAADKVwEACQAAA4cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAChIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///1QoCqMAAAoAwDxdAgQAAAAtAQAACAAAADIKgAGPCQEAAABdeQoAAAAyCoABDAYFAAAALC4uLiwACAAAADIKgAEoBAEAAAAsLggAAAAyCoABdAIBAAAAWy4IAAAAMgqAAUAAAQAAAHguHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////mKApIAAAKAKA6XQIEAAAALQEBAAQAAADwAQAACAAAADIK4AF3BQEAAAAyLggAAAAyCuABpAMBAAAAMS4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///1QoCqQAAAoAQDxdAgQAAAAtAQAABAAAAPABAQAIAAAAMgrgAdsIAQAAAGQuHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////mKApJAAAKAMA8XQIEAAAALQEBAAQAAADwAQAACAAAADIKgAEuCAEAAAB4LggAAAAyCoABygQBAAAAeC4IAAAAMgqAARADAQAAAHguHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAg/EZ0d1SQY/7///9UKAqlAAAKAGA8XQIEAAAALQEAAAQAAADwAQEACAAAADIKgAFmAQEAAAA9LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKjuBIoAAAAKAEgPZqjuBIoAAQAAAFjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) and ![](data:image/x-wmf;base64,183GmgAAAAAAAJMLewLsCQAAAAAVVwEACQAAA4cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAChIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ACgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///wYyCqUAAAoAIDePAgQAAAAtAQAACAAAADIKgAHRCQEAAABdAAoAAAAyCoABNgYFAAAALC4uLiwACAAAADIKgAE6BAEAAAAsLggAAAAyCoABbgIBAAAAWy4IAAAAMgqAAUYAAQAAAHkuHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9nKwoBAAAKAIA4jwIEAAAALQEBAAQAAADwAQAACAAAADIK4AGhBQEAAAAyeQgAAAAyCuABtgMBAAAAMS4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///wYyCqYAAAoAYDePAgQAAAAtAQAABAAAAPABAQAIAAAAMgrgAR0JAQAAAGQuHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9nKwoCAAAKAKA1jwIEAAAALQEBAAQAAADwAQAACAAAADIKgAFqCAEAAAB5LggAAAAyCoAB7gQBAAAAeS4IAAAAMgqAARwDAQAAAHkuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAg/EZ0UBDwXf7///8GMgqnAAAKAKA3jwIEAAAALQEAAAQAAADwAQEACAAAADIKgAFgAQEAAAA9LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtADDuBIoAAAAKAMAsZjDuBIoAAQAAAFjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) are two samples. The distance between them is: ![](data:image/x-wmf;base64,183GmgAAAAAAAIUgKwPsCQAAAABTfQEACQAAA4ICAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AKAHRIAAAAmBg8AGgD/////AAAQAAAAwP///6f///9AHQAAhwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALNAfQFBQAAABMCsQElBggAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUArkBJQYFAAAAEwJzAmwGBAAAAC0BAAAFAAAAFAJzAnQGBQAAABMCYQDSBgUAAAAUAmEA0gYFAAAAEwJhADgdHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+fKwpFAAAKANB5hwIEAAAALQECAAgAAAAyClQBjxwBAAAAMiAIAAAAMgpUAe0SAQAAADIACAAAADIKYAK/EQEAAAAyIAgAAAAyCmAC/Q4BAAAAMiAIAAAAMgpUAckLAQAAADIgCAAAADIKYAKsCgEAAAAxAAgAAAAyCmACFAgBAAAAMSAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0YfCogAAAoAcHyHAgQAAAAtAQMABAAAAPABAgAIAAAAMgoAAvwbAQAAACl5CAAAADIKAAIkFwEAAAAoIAkAAAAyCgACxhQDAAAALi4uZQgAAAAyCgACWhIBAAAAKS4IAAAAMgoAArQNAQAAACgACAAAADIKAAI2CwEAAAApAAgAAAAyCgAC5AYBAAAAKCAIAAAAMgoAAuIDAQAAACkACAAAADIKAAIcAwEAAAB5IAgAAAAyCgACgAIBAAAALAAIAAAAMgoAArQBAQAAAHgACAAAADIKAAIkAQEAAAAoABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////nysKRgAACgDwe4cCBAAAAC0BAgAEAAAA8AEDAAgAAAAyCmACSBsBAAAAZCAIAAAAMgpgAm0YAQAAAGQAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9GHwqJAAAKALB6hwIEAAAALQEDAAQAAADwAQIACAAAADIKAAKVGgEAAAB5AAgAAAAyCgACwBcBAAAAeCAIAAAAMgoAAgwRAQAAAHkACAAAADIKAAJQDgEAAAB4AAgAAAAyCgACEgoBAAAAeQAIAAAAMgoAAoAHAQAAAHggCAAAADIKAAI6AAEAAABkLhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAIPxGdI6PJAP+////nysKRwAACgDQeocCBAAAAC0BAgAEAAAA8AEDAAgAAAAyCgACXRkBAAAALQAIAAAAMgoAAhAWAQAAACsgCAAAADIKAALEEwEAAAArLggAAAAyCgAC1A8BAAAALSAIAAAAMgoAAqAMAQAAACsgCAAAADIKAALaCAEAAAAtIAgAAAAyCgACugQBAAAAPSAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCG7gSKAAAACgCbLmaG7gSKAAMAAABY2RkABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==).)

***Hint:*** You may call Math.pow(x,0.5) to get ![](data:image/x-wmf;base64,183GmgAAAAAAAJ4CewLsCQAAAAAYXgEACQAAA+EAAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7b///8gAgAA9gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJoAUgABQAAABMCTAF5AAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAlQBeQAFAAAAEwLWAcAABAAAAC0BAAAFAAAAFALWAcgABQAAABMCUgAmAQUAAAAUAlIAJgEFAAAAEwJSABICHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8iKQpXAAAKAFBNeAIEAAAALQECAAgAAAAyCsABUAEBAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAA7gSKAAAACgCgDGZR7gSKAP////9Y2RkABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==).

You should build one class called DataSet that represents the whole dataset obtained from either “wine.txt” or “testwine.txt”.

* Inside this class, you should have the following members:
  + **private** **DataSample[]** dataArray; (represent the array of data samples obtained from either “wine.txt” or “testwine.txt”).
* Inside this class, you should have the following methods:
  + **public** DataSet(String fileName); (Constructor for this class.)

***Hint***:

* String fileName is the filename that contains the data, such as “wine.txt” or “testwine.txt”.
* You should call getDataSetSize(String fileName) to get the number of samples in the data file, and then allocate the memory space for dataArray.
* You may use Scanner to read the data from the file.
* You may use the split() function to get the string array which contains the strings for the label and the other 13 attributes.
* You may use Integer.parseInt() to get the class label, which is an integer in the data file.
* You may use Double.parseDouble() to get the other 13 attributes.
* You may use DataSample(label,arrayAttribute); to construct the sample.
* Remember to close the file after processing.
  + **public** **int** getDataSetSize(String fileName); (Get the number of samples in the data file.)

***Hint***: You can use Scanner to find the number of lines inside the data file, (One line represents one sample.) Scanner.hasNextLine() to determine whether reach to the end of the file. You should handle the exception when the input file name is not found, and print an error message.

* + **public** **double**[] getMean(**int** label); (Get the class mean for class label).

***Hint***: You need to calculate the sample mean for class label.

* You should loop through all the attributes, and calculate the mean for each attribute.
* You should have an inner loop to loop through all samples. For each sample, you should check whether it has the same label (DataSample.getLabel()) as the given label **int** label.
* If you have *n* samples, e.g. ![](data:image/x-wmf;base64,183GmgAAAAAAANEIewLsCQAAAABXVAEACQAAA1MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+MrCq4AAAoA2FhwAgQAAAAtAQAACAAAADIKgAEoBwEAAAB9eQoAAAAyCoAB0gMFAAAALC4uLiwACAAAADIKgAHuAQEAAAAsLggAAAAyCoABFgABAAAAewAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0YkCgMAAAoAeFlwAgQAAAAtAQEABAAAAPABAAAIAAAAMgrgAT0DAQAAADIACAAAADIK4AFqAQEAAAAxeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////4ysKrwAACgBYWHACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABoQYBAAAAbnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0YkCgQAAAoAeFlwAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAfQFAQAAAHgACAAAADIKgAGQAgEAAAB4LggAAAAyCoAB1gABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB37gSKAAAACgAZLWZ37gSKAAAAAABY2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), their sample mean ![](data:image/x-wmf;base64,183GmgAAAAAAAMoBhAHsCQAAAACzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABgAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///48qCrsAAAoAsCtsAgQAAAAtAQAACAAAADIKAAE6AAEAAABteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKAOMrZrnuBIoA/////1jZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is given by![](data:image/x-wmf;base64,183GmgAAAAAAAB8QewLsCQAAAACZTAEACQAAA6YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgDhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gDgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///4MvCvYAAAoAMPGFAgQAAAAtAQAACAAAADIKgAGgDQEAAABueQgAAAAyCoAB7AoBAAAAeAAIAAAAMgqAAfAFAQAAAHh5CAAAADIKgAFqAwEAAAB4eQgAAAAyCoABOgABAAAAbQAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xUsCoIAAAoAsPCFAgQAAAAtAQEABAAAAPABAAAIAAAAMgrgAZkLAQAAAG4AHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+DLwr3AAAKAPDwhQIEAAAALQEAAAQAAADwAQEACAAAADIKgAHyDAEAAAAvAAgAAAAyCoABOAwBAAAAKXkJAAAAMgqAAXYIAwAAAC4uLmUIAAAAMgqAAc4CAQAAACgAHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8VLAqDAAAKALDwhQIEAAAALQEBAAQAAADwAQAACAAAADIK4AGdBgEAAAAyAAgAAAAyCuAB/gMBAAAAMQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAACD8RnRVJtkP/v///4MvCvgAAAoA8PCFAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAcAJAQAAACsACAAAADIKgAF0BwEAAAArLggAAAAyCoABxAQBAAAAKwAIAAAAMgqAAagBAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A/O4EigAAAAoAoixm/O4EigABAAAAWNkZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). Note that ![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHsCQAAAAAZXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///zspCn4AAAoAmLWBAgQAAAAtAQAACAAAADIKAAE6AAEAAABuAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKAAQrZlnuBIoA/////1jZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) is the number of samples, not the number of attributes.
  + **public** **double**[] getStd(**int** label); (Get the standard derivation for class label).

***Hint***: You need to calculate the standard derivation for class label.

* You should loop through all the attributes, and calculate the standard derivation for each attribute.
* You should have an inner loop to loop through all samples. For each sample, you should check whether it has the same label (DataSample.getLabel()) as the given label **int** label.
* If you have *n* samples, e.g. ![](data:image/x-wmf;base64,183GmgAAAAAAANEIewLsCQAAAABXVAEACQAAA1MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+MrCq4AAAoA2FhwAgQAAAAtAQAACAAAADIKgAEoBwEAAAB9eQoAAAAyCoAB0gMFAAAALC4uLiwACAAAADIKgAHuAQEAAAAsLggAAAAyCoABFgABAAAAewAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0YkCgMAAAoAeFlwAgQAAAAtAQEABAAAAPABAAAIAAAAMgrgAT0DAQAAADIACAAAADIK4AFqAQEAAAAxeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////4ysKrwAACgBYWHACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABoQYBAAAAbnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0YkCgQAAAoAeFlwAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAfQFAQAAAHgACAAAADIKgAGQAgEAAAB4LggAAAAyCoAB1gABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB37gSKAAAACgAZLWZ37gSKAAAAAABY2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), their standard derivation ![](data:image/x-wmf;base64,183GmgAAAAAAAD0BhAHsCQAAAABEXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+YoCpgAAAoAyCl+AgQAAAAtAQAACAAAADIKAAFAAAEAAABzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKADQkZpvuBIoA/////1jZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) is given by![](data:image/x-wmf;base64,183GmgAAAAAAABsgKwPsCQAAAADNfQEACQAAA3ICAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AIgHRIAAAAmBg8AGgD/////AAAQAAAAwP///6f////gHAAAhwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALNAXACBQAAABMCsQGhAggAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUArkBoQIFAAAAEwJzAugCBAAAAC0BAAAFAAAAFAJzAvACBQAAABMCYQBOAwUAAAAUAmEATgMFAAAAEwJhAMgcHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8/JAq0AAAKAJhDegIEAAAALQECAAgAAAAyCgACNhwBAAAAKQIIAAAAMgoAApQbAQAAADEDCAAAADIKAAKyGAIAAAAvKAgAAAAyCgAC+BcBAAAAKQAIAAAAMgoAAsoWAQAAACkoCAAAADIKAAL2FAEAAAAtKAgAAAAyCgAC2BIBAAAAKAAJAAAAMgoAAnoQAwAAAC4uLgIIAAAAMgoAAg4OAQAAACkCCAAAADIKAAI6DAEAAAAtKAgAAAAyCgACIAoBAAAAKAIIAAAAMgoAAqIHAQAAACkCCAAAADIKAALOBQEAAAAtKAgAAAAyCgACYAMCAAAAKCgcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///8EXCtwAAAoAOEF6AgQAAAAtAQMABAAAAPABAgAIAAAAMgpUAV0XAQAAADIACAAAADIKVAGhDgEAAAAyKAgAAAAyCmACaQsBAAAAMigIAAAAMgpUATUIAQAAADICCAAAADIKYAIOBQEAAAAxABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAIPz4dHLV4+v+////PyQKtQAACgA4RHoCBAAAAC0BAgAEAAAA8AEDAAgAAAAyCgACqhoBAAAALSgIAAAAMgoAAsQRAQAAACsCCAAAADIKAAJ4DwEAAAArAggAAAAyCgACDAkBAAAAKygIAAAAMgoAAjYBAQAAAD0CHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////BFwrdAAAKAFhCegIEAAAALQEDAAQAAADwAQIACAAAADIKAAKoGQEAAABuKAgAAAAyCgACsBUBAAAAbQIIAAAAMgoAAnQTAQAAAHgoCAAAADIKAAL0DAEAAABtAggAAAAyCgACvAoBAAAAeCgIAAAAMgoAAogGAQAAAG0CCAAAADIKAAJ6BAEAAAB4AAgAAAAyCgACQAABAAAAcwIcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///z8kCrYAAAoAmEN6AgQAAAAtAQIABAAAAPABAwAIAAAAMgpgAiEUAQAAAG4oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AebQAigUAAAoAzhJmebQAigUDAAAAWNkZAAQAAAAtAQMABAAAAPABAgADAAAAAAA=), where ![](data:image/x-wmf;base64,183GmgAAAAAAAMoBhAHsCQAAAACzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABgAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///48qCrsAAAoAsCtsAgQAAAAtAQAACAAAADIKAAE6AAEAAABteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKAOMrZrnuBIoA/////1jZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is the sample mean.
  + **public** DataSample[] getDataSet(); (Get the DataSet dataArray).

1. You should build one class called DataClassification **extends** DataSet that is used to classify test samples.

* Inside this class, you should have the following members:
  + **private** DataSet newData; (represent the array of data samples obtained from “testwine.txt”).
* Inside this class, you should have the following methods:
  + **public** DataClassification(String trainFileName, String newDataFileName); (Constructor for this class.)

***Hint***: It will consist of two statements:

**super**(trainFileName); // **this**.getDataSet() will be the train data // from “wine.txt”

newData = **new** DataSet(newDataFileName); // newData will be the //test data from “testwine.txt”

* + **public** DataSet getNewData(); (Get test data.)
  + **public** **int** nnClassification(DataSample datasp); (classify DataSample datasp using the nearest neighbor classifier.)

***Hint***: It will classify the DataSample datasp by calculating the distance from datasp to all the samples in **this**.getDataSet(), i.e., all data from “wine.txt”, and choose the one that is closest to datasp, and return its label as the label of datasp.

1. You should build one class called main to call **public** **static** **void** main(String[] args).

**Task-related Guidelines and Requirements**

Below is the task-related guideline and requirements.

**Task 1**: Load the data inside the file “wine.txt” into the program.

This task tests your knowledge on file I/O, string parsing and data structure.

The format of the input file is as below:

* It is a text file, lines are separated by a single '\n' character.
* Each sample is one line of text, consisting of 14 entries.
* Those 14 entries are

0) Class label

1) Alcohol

2) Malic acid

3) Ash

4) Alcalinity of ash

5) Magnesium

6) Total phenols

7) Flavanoids

8) Nonflavanoid phenols

9) Proanthocyanins

10)Color intensity

11)Hue

12)OD280/OD315 of diluted wines

13)Proline

The first entry “0) Class label” indicates which type of wine it is. (There are three types of wines, e.g. the class label is one of {1, 2, 3})

* If the format of the file is invalid, the program should catch this exception and print an error message.

You should call DataSet train = **new** DataSet("wine.txt"); to load the data into the program.

**Task 2**: Calculate the basic statistics of the data inside “wine.txt”, and output the statistics into a file named “task2Result.txt”.

This task tests your knowledge on accessing members and methods of a class, data manipulation and write data into a file.

* You should call **this**.getMean(label) and **this**.getStd(label) to get the mean and standard derivation for each class.
* You should then write the string for sample statistics, taskOutputString, into the file named “task2Result.txt”. taskOutputString is defined as:

String taskOutputString =

"Mean of class 1: " + Arrays.*toString*(**this**.getMean(1)) + "\n"

+"Std of class 1: " + Arrays.*toString*(**this**.getStd(1)) + "\n"

+ "Mean of class 2: " + Arrays.*toString*(**this**.getMean(2)) + "\n"

+ "Std of class 2: " + Arrays.*toString*(**this**.getStd(2)) + "\n"

+ "Mean of class 3: " + Arrays.*toString*(**this**.getMean(3)) + "\n"

+ "Std of class 3: " + Arrays.*toString*(**this**.getStd(3)) + "\n";

**Task 3**: Load the test samples from the file named “testwine.txt” into the program.

You should load the test sample in main () as:

DataClassification newtest = **new** DataClassification("wine.txt","testwine.txt");

**Task 4**: Use the nearest-neighbor-classifier to classify the test samples, and output the classification results into a file named “task4Result.txt”.

You should make use of **public** **int** nnClassification(DataSample datasp); to classify the test samples. You need to loop through all test samples inside "testwine.txt".

The output string should be:

String taskOutputString = “The ” + Integer.*toString*(SampleIndex+1) + “-th new sample belongs to class " + Integer.*toString*(testSampleLabel) + ‘\n’; where SampleIndex is the index for test sample (starting from 0, 1, 2, ...), and testSampleLabel is the label of the test sample returned by nnClassification(). You need to loop through all test samples and print all the results into the file named “task4Result.txt”.