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|  |  |  |
| --- | --- | --- |
| **一、实验目的：**  1. 掌握无损图像数据的读写方法；  2. 掌握图像无损压缩编码压缩技术的基本原理；  3. 编码实现霍夫曼编码，算术编码，词典编码（编程语言不限）；  4. 编程计算图像的熵、编码后的实际压缩比。 | | |
| **二、实验环境：**  系统：Windows 11  编程语言：python  依赖库：   |  | | --- | | import os  import time  import math  import struct  from collections import Counter  from fractions import Fraction  from PIL import Image  from heapq import heappush, heappop | | | |
| **三、实验过程及内容：**  **1. 霍夫曼编码**    图1 霍夫曼编码过程 图2 霍夫曼解码过程  （1）编码原理：   |  | | --- | | 霍夫曼编码通过构建霍夫曼树实现变长编码，核心步骤为：  ①频率统计：统计图像各通道像素值的出现频率。  ②优先队列构建：将频率作为权重，构建最小优先队列。  ③树构建：每次取出两个最小权重节点合并为父节点，直至队列只剩一个根节点。  ④编码生成：从根节点到叶子节点的路径，左子树为0，右子树为1，生成唯一前缀编码 |   （2）代码实现：   |  | | --- | | ①编码部分  首先构建霍夫曼树结构，用于存储节点信息    图3 霍夫曼树节点结构  统计像素频率    图4 像素频率统计代码  然后使用优先队列构造霍夫曼树，流程如下：  ·循环条件：持续合并直至堆中仅剩一个根节点。  ·合并步骤：  a. 取出频率最小的两个节点  b. 创建父节点，频率为两子节点之和  c. 将父节点重新插入堆中  当只有一个像素的时候特殊处理，直接构建根节点即可。    图5 优先队列构建霍夫曼树流程  ②生成编码表  通过递归遍历霍夫曼树生成每个像素值对应的二进制编码  ·首次调用时创建空字典code\_map存储编码结果。  ·递归遍历：  a. 左子树路径：添加0  b. 右子树路径：添加1  ·叶子节点处理：  a. 若节点包含像素值，将当前路径编码存入code\_map  b. 特殊情况：若整棵树只有一个节点，编码为0  ·返回结果：遍历完所有叶子节点后，返回完整的编码表。    图6 编码表生成代码  ③解码数据读入  读取头部信息  ·频率字典：用于重建霍夫曼树。  ·总位数：压缩后的二进制数据总长度（可能不足整数个字节）。  ·像素数：原始图像的像素总数，用于控制解码终止条件。    图7 头部信息读取代码  ④解码流程  重建霍夫曼树，传入频率表    图8 霍夫曼树重建代码  逐位解码：  ·按位遍历：从压缩数据中读取每一位，根据位值（0/1）决定向左 / 右子树移动。  ·叶子节点处理：  a. 若到达叶子节点（symbol 不为 None），记录该像素值。  b. 重置指针到根节点，继续解码下一个像素。  ·终止条件：  a. 读取完所有压缩位或已还原的像素数达到预期值。    图9 逐位解码流程 |   **2. LZW编码**    图10 LZW编码原理示意图 图11 LZW解码原理示意图  （1）编码原理   |  | | --- | | ①初始字典包含所有单个符号（此处是 0–255 的灰度值）；  ②逐步读取最长的已编码字符串 w，如果 w+c 在字典中，则继续延伸，否则：  ③输出 w 对应的字典索引；  ④将 w+c 加入字典（新索引）；  ⑤重置 w = c。 |   （2）代码实现   |  | | --- | | ①编码部分  初始化字典，将0-255的像素都放到字典中    图12 字典初始化代码  核心部分  ·扩展当前字符串：将当前像素追加到current\_str形成new\_str。  ·字典查找：  a. 若new\_str存在于字典中，更新current\_str继续累积。  b. 若不存在，则输出current\_str的编码，将new\_str添加到字典（若字典未满），并重置current\_str为当前像素。    图13 字符串扩展与字典查找代码  ②解码部分  读取头部信息，编码位数是每个编码占用的位数，决定字典最大容量    图14 头部信息读取代码  初始化指点你，与编码器相同，包含 256 个像素值    图15 字典重建代码  核心解码逻辑：  ·处理当前编码：  a. 若编码存在于字典中，直接获取对应字节串。  b. 若不存在（特殊情况），使用prev\_str + prev\_str[0]（见示例）。  ·更新字典：  添加新条目prev\_str + entry[0]  ·边界检查：  当解码像素数达到预期值时提前终止，防止越界。    图16 解码逻辑代码  ③编码解码差异  ·执行顺序：  编码：输出代码 → 添加新条目 → 处理下一个字符  解码：添加新条目 → 处理当前代码 → 更新前一个字符串 |   **3. 算术编码**    图17 算术编码流程图 图18 算术解码流程图  （1）编码原理   |  | | --- | | 算术编码将整个消息映射为 [0, 1) 区间内的一个小数，通过迭代缩小区间实现码：  ①概率区间划分：根据符号概率将当前区间划分为子区间，符号概率越大，子区间越长。  ②区间更新：每次读取符号后，将区间更新为对应子区间，直至处理完所有符号。  ③二进制转换：将最终区间转换为最短二进制字符串。 |   （2）代码实现   |  | | --- | | ①编码部分  ·对像素出现的次数进行统计，得到频率    图19 像素频率统计代码  ·累积频率：cum\_freq[i] 表示像素值 < i 的总出现次数，用于后续确定每个像素在当前区间内的子区间。    图20 累积频率计算代码  ·核心编码  ·对每个像素，根据其累积频率将当前区间 [low, high) 划分为子区间：  新下界：old\_low + 区间宽度 × cum[s]/total  新上界：old\_low + 区间宽度 × cum[s+1]/total    图21 区间划分与更新代码  计算最终的编码，取最终区间的中点 (low + high)/2作为代表值    图22 最终编码计算代码  ②解码部分  读取头部信息，并重建累计频率表    图23 累积频率表重建代码  解析编码结果    图24 解析编码结果  核心解码部分  ·计算相对位置：ratio表示tag在当前区间[old\_low, old\_high)中的相对位置  ·转换为累积频率：target = ratio × total，将相对位置映射到累积频率范围  ·符号查找：遍历累积频率表，找到target所在的区间[cum[s], cum[s+1])，确定对应符号 s。  ·区间更新：根据符号的累积频率缩小当前区间，与编码器一致。    图25 解码核心逻辑代码 |   4. 熵计算  （1）原理解释   |  | | --- | | 熵值越低，说明数据冗余度越高，可压缩空间越大。在图片压缩问题中，每个像素值可视为一个随机变量，可以根据如下公式计算出图像的熵值 |   （2）代码实现   |  | | --- | | 实验过程是对彩色图像进行处理，因此对每个通道分别处理。    图26 分通道处理  ·频率统计：使用 Counter 统计每个像素值的出现次数  ·概率计算：每个像素值的概率  ·逐项累加：对每个概率项计算 并求和    图27 熵计算代码 |   （3）结果展示   |  | | --- | | 实验采用的图像如下所示，大小为60×60的bmp图像，图像是从AIGC生成的图片中截取得到。    图28 原始图像  调用代码计算图像的熵，得到如下结果，简单分析可以知道，R通道的熵值最低，说明像素值分布相对集中，人物主体是红色衣服，主要集中在图像的中间区域。B通道熵值最高，在这张图里可能意味着蓝色相关元素的分布更复杂、变化多    图29 原始图像各通道信息熵 |   5. 压缩比计算  （1）原理解释   |  | | --- | | 通过比较压缩前后的比特数，评估压缩结果，计算公式如下所示：  本次实验处理的是较小的图像，直接比较压缩文件和原始文件可能会发现压缩比小于1，这是因为压缩算法生成的.bin文件包含：压缩后的数据、概率表/字典（霍夫曼编码表、算术编码的概率分布、LZW 的字典）、其他元数据（如图像尺寸、通道信息）。 |   （2）代码实现   |  | | --- | | ①原始图像计算逻辑：  ·假设每个像素用 8 位表示（标准 BMP 格式）  ·对于 RGB 图像，通道数为 3；灰度图像通道数为 1  ·原始数据总位数 = 像素数 × 通道数 × 8 位    图30 原始图像大小计算  ②编码结果大小计算  直接累加三个通道的字节数量    图31 压缩图像大小计算 |   （3）结果展示   |  | | --- | | ①霍夫曼编码    图32 霍夫曼编码压缩统计  ②算术编码    图33 算术编码压缩统计  ③LZW 编码    图34 LZW编码压缩统计  **压缩比**：算术编码 > 霍夫曼编码 > LZW编码  ·霍夫曼编码：压缩后数据大小为7133 B，压缩比为1.51:1。霍夫曼编码通过构建基于符号频率的最优二叉树来分配编码长度，对于像素值频率分布差异明显的图像，能有效利用频率特性，将高频像素值用短编码表示，低频用长编码，从而实现较好的压缩效果。在这张图像上，该算法表现出了相对不错的压缩能力。  ·算术编码：压缩后数据为7087 B ，压缩比达到1.52:1。算术编码不是对单个符号编码，而是将整个消息表示为[0, 1)区间内的一个小数，根据符号概率动态缩小区间。它能更精细地利用概率信息，理论上比霍夫曼编码压缩效率稍高，在这组数据中也得到了体现，其压缩后数据量略小于霍夫曼编码，压缩比稍高。  ·LZW编码：压缩后数据为12022 B ，压缩比是0.9:1。LZW编码基于字典，将首次出现的字符串映射为代码，随着字典动态扩展来压缩数据。在这张图像上，其压缩效果相对霍夫曼和算术编码较差，可能是图像内容的重复模式没有达到LZW编码能充分发挥优势的程度，导致字典扩展效率不高，未能有效降低数据量。  **运行时间**： 霍夫曼 < LZW编码 < 算术编码  ·霍夫曼编码：压缩耗时为0.0516秒，霍夫曼编码的计算主要集中在构建霍夫曼树和遍历树生成编码，算法逻辑相对清晰，计算量适中。  ·算术编码：压缩耗时为0.0826秒，明显高于霍夫曼和 LZW 编码。这是因为算术编码在计算过程中需要进行高精度的小数运算，对区间进行不断细分和更新，计算复杂度较高，尤其在处理大量数据时，计算量会显著增加，导致耗时较长。  ·LZW编码：压缩耗时为0.0575秒，在构建字典和编码过程中，虽然涉及字典的动态更新，但对于这张图像的数据量和特性，在当前实现下与霍夫曼编码耗时相当，说明其实现效率尚可，没有产生过多额外计算开销。 | | | |
| **四、实验结果与分析：**  表1 不同编码算法的压缩比较   |  |  |  |  |  | | --- | --- | --- | --- | --- | | 编码算法 | 原始图像大小 | 压缩后数据大小 | 压缩比 | 压缩耗时 | | 霍夫曼编码 | 10800KB | 7133KB | 1.51 | 0.0516 | | 算术编码 | 10800KB | 7087KB | 1.52 | 0.0826 | | LZW 编码 | 10800KB | 12022KB | 0.9 | 0.0575 |   1. 霍夫曼编码  （1）实验结果：  ·原始图像大小为10800B，压缩后文件大小为7133B，压缩比为1.51  （2）分析：  ·霍夫曼编码通过变长编码减少了高频像素的存储空间，但低频像素的编码较长，可能导致压缩效率受限。  ·压缩比受图像内容影响较大，若图像中像素值分布均匀，压缩效果可能不佳。  ·速度优势：仅需一次频率统计和树构建，逻辑简单  2. LZW 编码  （1）实验结果：  ·原始图像大小为10800B，压缩后文件大小为12022 B，压缩比为0.9  （2）分析：  ·LZW 编码对重复序列的压缩效果显著，但图像中的连续性较差不能很好的发挥。  3. 算术编码  （1）实验结果：  · 原始图像大小为10800B，压缩后文件大小为7087 B，压缩比1.52，略高于霍夫曼，验证了 “理论压缩效率更优” 的特性。  （2）分析  **·**无码字冗余：无需为每个符号单独分配固定长度码字，直接输出小数的二进制表示，理论上可达熵极限  （3）问题：  ·耗时：每次更新区间需进行高精度浮点运算，需要很长的运行时间  ·高精度问题：需要保存高精度的浮点数，面临精度丢失问题，实验时进行多次修改才实现了高精度的存储，在面临大图片的时候处理较为麻烦。 |

|  |
| --- |
| **五、心得体会：**  1. 算法结合应用  ·霍夫曼编码：适合像素值分布集中、重复率中等的图像，优势在于实现简单、解码速度快（仅需遍历二叉树），但需注意频率表存储优化。  ·算术编码：适合概率分布明确、需极致压缩的场景，压缩效率理论最优，但计算复杂度高，需根据硬件性能选择浮点或整数实现方案。  ·LZW 编码：适合长重复序列突出的数据，但对自然图像压缩效果差，需结合数据特性提前优化字典策略。  2. 实验问题  ·LZW负压缩：算法选择必须基于图像内容分析，在一些问题上可能不能很好起作用。  ·浮点运算的精度问题和耗时问题表明，理论最优算法在实际实现中需要综合考虑，理论值未必是实际应用的最优解。 |
| **思考题：**  选择一个图像文件，针对该图像文件，讨论在上述三个无损编码中，哪一个无损压缩比最高，哪一个最低，并分析原因。  为了解决实验室出现的LZW压缩比小于1的问题，设计了如下图片进行测试  （1）选择图像  设计了如图所示非常简单与连续的三色图    图35 原始图像  （2）分析  在上述三个编码方式中，猜测LZW表现会最好，这是因为这张图的规律性很强，具有大量的连续性片段，并且颜色单一，不需要往字典中加入大量条目，码长很短。又根据资料算术编码基本都是优于霍夫曼编码，因此猜测霍夫曼的压缩比是最低的，因为霍夫曼没办法使用图像上的连续信息，本质还是对像素值在处理，而算术虽然也如此但是用大量的计算时间进一步压缩空间。  （3）实际结果  表2 特定图像下的压缩比较   |  |  |  | | --- | --- | --- | | 算法 | 压缩比 | 时间 | | 霍夫曼编码 | 4.90 | 0.0152 | | 算术编码 | 5.06 | 0.0243 | | LZW编码 | 13.93 | 0.0110 | |

|  |
| --- |
| **指导教师批阅意见：**  **成绩评定：**  **指导教师签字：**  **年 月 日** |
| **备注：** |

**注：1、报告内的项目或内容设置，可根据实际情况加以调整和补充。**

**2、教师批改学生实验报告时间应在学生提交实验报告时间后10日内**。