Acknowledgment: Doublas Summers-Stay (ARL) provided the data.

The vectors were learned from the Google News corpus using the skip-gram method as described in this paper:  
<http://web2.cs.columbia.edu/~blei/seminar/2016_discrete_data/readings/MikolovSutskeverChenCorradoDean2013.pdf>  
I didn't train anything myself, I just downloaded them.  
The selection was done by cosine distance from the center of a small set of terms.  
I will send the cities and names examples soon.

The most common 5000 words and the 5000 emtion words using a; as a delimiter