ST695\_SPD\_Analysis

**Instantiate Libraries**

library(lmerTest) #For REML Analysis

Loading required package: lme4

Loading required package: Matrix

Attaching package: 'lmerTest'

The following object is masked from 'package:lme4':  
  
 lmer

The following object is masked from 'package:stats':  
  
 step

library(afex) #For ANOVA Analysis

\*\*\*\*\*\*\*\*\*\*\*\*  
Welcome to afex. For support visit: http://afex.singmann.science/

- Functions for ANOVAs: aov\_car(), aov\_ez(), and aov\_4()  
- Methods for calculating p-values with mixed(): 'S', 'KR', 'LRT', and 'PB'  
- 'afex\_aov' and 'mixed' objects can be passed to emmeans() for follow-up tests  
- Get and set global package options with: afex\_options()  
- Set sum-to-zero contrasts globally: set\_sum\_contrasts()  
- For example analyses see: browseVignettes("afex")  
\*\*\*\*\*\*\*\*\*\*\*\*

Attaching package: 'afex'

The following object is masked from 'package:lme4':  
  
 lmer

library(FrF2) #For QQ Plots

Loading required package: DoE.base

Loading required package: grid

Loading required package: conf.design

Attaching package: 'conf.design'

The following object is masked from 'package:lme4':  
  
 factorize

Registered S3 method overwritten by 'DoE.base':  
 method from   
 factorize.factor conf.design

Attaching package: 'DoE.base'

The following objects are masked from 'package:stats':  
  
 aov, lm

The following object is masked from 'package:graphics':  
  
 plot.design

The following object is masked from 'package:base':  
  
 lengths

library(BsMD) #For Lenth Plots

Attaching package: 'BsMD'

The following object is masked from 'package:FrF2':  
  
 DanielPlot

**Import SP PLA Data Set**

Ys\_data <- read.csv("Data/YsData.csv")  
Ys\_data <- Ys\_data[,7:13]  
Ys\_data$WP=as.factor(Ys\_data$WP)  
cat("SP PLA Data Set\n")

SP PLA Data Set

print(Ys\_data)

T P S D R WP Y\_S  
1 -1 -1 -1 -1 -1 1 445.5  
2 -1 -1 -1 -1 1 1 437.1  
3 -1 -1 -1 1 -1 1 198.0  
4 -1 -1 -1 1 1 1 151.8  
5 -1 -1 1 -1 -1 2 147.0  
6 -1 -1 1 -1 1 2 88.5  
7 -1 -1 1 1 -1 2 90.0  
8 -1 -1 1 1 1 2 74.2  
9 -1 1 -1 -1 -1 3 890.0  
10 -1 1 -1 -1 1 3 864.9  
11 -1 1 -1 1 -1 3 317.2  
12 -1 1 -1 1 1 3 249.3  
13 -1 1 1 -1 -1 4 299.2  
14 -1 1 1 -1 1 4 292.9  
15 -1 1 1 1 -1 4 164.2  
16 -1 1 1 1 1 4 125.5  
17 1 -1 -1 -1 -1 5 434.2  
18 1 -1 -1 1 -1 5 231.0  
19 1 -1 -1 1 1 5 113.4  
20 1 -1 1 -1 -1 6 144.9  
21 1 -1 1 -1 1 6 67.5  
22 1 -1 1 1 -1 6 73.3  
23 1 -1 1 1 1 6 55.8  
24 1 1 -1 -1 -1 7 882.6  
25 1 1 -1 -1 1 7 891.3  
26 1 1 -1 1 -1 7 334.5  
27 1 1 -1 1 1 7 207.9  
28 1 1 1 -1 -1 8 277.2  
29 1 1 1 -1 1 8 274.8  
30 1 1 1 1 -1 8 168.6  
31 1 1 1 1 1 8 120.3

**Method 1 (Ordinary Least Squares)**

WP\_factors <- colnames(Ys\_data[1:3])  
SP\_factors <- colnames(Ys\_data[4:5])  
linear\_terms <- c(WP\_factors, SP\_factors)  
# Model with all main effects and 2-way interactions  
formula\_1 <- as.formula(paste("Y\_S ~ (",   
 paste(linear\_terms, collapse = " + "),")^2"))  
Method\_1 <- summary(lm(formula\_1, data = Ys\_data))  
Method\_1

Call:  
lm.default(formula = formula\_1, data = Ys\_data)  
  
Residuals:  
 Min 1Q Median 3Q Max   
-62.225 -26.034 -0.719 27.928 58.100   
  
Coefficients:  
 Estimate Std. Error t value Pr(>|t|)   
(Intercept) 299.0906 9.0640 32.998 2.03e-15 \*\*\*  
T -3.1156 9.0640 -0.344 0.735815   
P 98.4344 9.0640 10.860 1.67e-08 \*\*\*  
S -145.0969 9.0640 -16.008 7.72e-11 \*\*\*  
D -131.9031 9.0640 -14.552 2.97e-10 \*\*\*  
R -19.4969 9.0640 -2.151 0.048181 \*   
T:P 0.2406 9.0640 0.027 0.979171   
T:S -3.0781 9.0640 -0.340 0.738867   
T:D -0.9719 9.0640 -0.107 0.916033   
T:R -2.8156 9.0640 -0.311 0.760350   
P:S -37.0906 9.0640 -4.092 0.000962 \*\*\*  
P:D -54.6844 9.0640 -6.033 2.29e-05 \*\*\*  
P:R 0.3344 9.0640 0.037 0.971059   
S:D 86.8969 9.0640 9.587 8.68e-08 \*\*\*  
S:R 2.9406 9.0640 0.324 0.750093   
D:R -10.4156 9.0640 -1.149 0.268500   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
Residual standard error: 49.74 on 15 degrees of freedom  
Multiple R-squared: 0.981, Adjusted R-squared: 0.9619   
F-statistic: 51.53 on 15 and 15 DF, p-value: 3.718e-10

Residual Standard Error: 49.74. Error variance estimate: 49.74^2 = 2474.8

The error variance (mean squared error, MSE) is 2474.8 in your model. This value is the estimate of the residual variance from your standard linear model.

**Method 2A (Restricted Maximum Likelihood using Satterwaithe)**

# Model with all main effects, 2-way interactions, and random WP effect  
formula\_2A <- as.formula(paste("Y\_S ~ (",   
 paste(linear\_terms, collapse = " + "),")^2 + (1|WP)"))  
Method\_2A <- summary(lmer(formula\_2A, data = Ys\_data))

boundary (singular) fit: see help('isSingular')

Method\_2A

Linear mixed model fit by REML. t-tests use Satterthwaite's method [  
lmerModLmerTest]  
Formula: formula\_2A  
 Data: Ys\_data  
  
REML criterion at convergence: 214.5  
  
Scaled residuals:   
 Min 1Q Median 3Q Max   
-1.25093 -0.52338 -0.01445 0.56145 1.16801   
  
Random effects:  
 Groups Name Variance Std.Dev.  
 WP (Intercept) 0 0.00   
 Residual 2474 49.74   
Number of obs: 31, groups: WP, 8  
  
Fixed effects:  
 Estimate Std. Error df t value Pr(>|t|)   
(Intercept) 299.0906 9.0640 15.0000 32.998 2.03e-15 \*\*\*  
T -3.1156 9.0640 15.0000 -0.344 0.735815   
P 98.4344 9.0640 15.0000 10.860 1.67e-08 \*\*\*  
S -145.0969 9.0640 15.0000 -16.008 7.72e-11 \*\*\*  
D -131.9031 9.0640 15.0000 -14.552 2.97e-10 \*\*\*  
R -19.4969 9.0640 15.0000 -2.151 0.048181 \*   
T:P 0.2406 9.0640 15.0000 0.027 0.979171   
T:S -3.0781 9.0640 15.0000 -0.340 0.738867   
T:D -0.9719 9.0640 15.0000 -0.107 0.916033   
T:R -2.8156 9.0640 15.0000 -0.311 0.760350   
P:S -37.0906 9.0640 15.0000 -4.092 0.000962 \*\*\*  
P:D -54.6844 9.0640 15.0000 -6.033 2.29e-05 \*\*\*  
P:R 0.3344 9.0640 15.0000 0.037 0.971059   
S:D 86.8969 9.0640 15.0000 9.587 8.68e-08 \*\*\*  
S:R 2.9406 9.0640 15.0000 0.324 0.750093   
D:R -10.4156 9.0640 15.0000 -1.149 0.268500   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

Correlation matrix not shown by default, as p = 16 > 12.  
Use print(x, correlation=TRUE) or  
 vcov(x) if you need it

optimizer (nloptwrap) convergence code: 0 (OK)  
boundary (singular) fit: see help('isSingular')

**Method 2B (Restricted Maximum Likelihood using Kenward Roger with 2-Way Interactions)**

# Model with all main effects, 2-way interactions, and random WP effect  
formula\_2B <- as.formula(paste("Y\_S ~ (",   
 paste(linear\_terms, collapse = " + "),")^2+ (1|WP)"))  
# Fit model with Kenward-Roger method  
model\_2B <- lmer(formula\_2B, data = Ys\_data, REML = TRUE)

boundary (singular) fit: see help('isSingular')

Method\_2B <- summary(model\_2B, ddf = "Kenward-Roger")  
Method\_2B

Linear mixed model fit by REML. t-tests use Kenward-Roger's method [  
lmerModLmerTest]  
Formula: formula\_2B  
 Data: Ys\_data  
  
REML criterion at convergence: 214.5  
  
Scaled residuals:   
 Min 1Q Median 3Q Max   
-1.25093 -0.52338 -0.01445 0.56145 1.16801   
  
Random effects:  
 Groups Name Variance Std.Dev.  
 WP (Intercept) 0 0.00   
 Residual 2474 49.74   
Number of obs: 31, groups: WP, 8  
  
Fixed effects:  
 Estimate Std. Error df t value Pr(>|t|)   
(Intercept) 299.0906 9.1398 0.9845 32.724 0.0205 \*   
T -3.1156 9.1398 0.9845 -0.341 0.7915   
P 98.4344 9.1398 0.9845 10.770 0.0610 .   
S -145.0969 9.1398 0.9845 -15.875 0.0417 \*   
D -131.9031 9.1398 14.1074 -14.432 7.66e-10 \*\*\*  
R -19.4969 9.1398 14.1074 -2.133 0.0509 .   
T:P 0.2406 9.1398 0.9845 0.026 0.9833   
T:S -3.0781 9.1398 0.9845 -0.337 0.7939   
T:D -0.9719 9.1398 14.1074 -0.106 0.9168   
T:R -2.8156 9.1398 14.1074 -0.308 0.7625   
P:S -37.0906 9.1398 0.9845 -4.058 0.1568   
P:D -54.6844 9.1398 14.1074 -5.983 3.25e-05 \*\*\*  
P:R 0.3344 9.1398 14.1074 0.037 0.9713   
S:D 86.8969 9.1398 14.1074 9.507 1.63e-07 \*\*\*  
S:R 2.9406 9.1398 14.1074 0.322 0.7524   
D:R -10.4156 9.1398 14.1074 -1.140 0.2734   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

Correlation matrix not shown by default, as p = 16 > 12.  
Use print(x, correlation=TRUE) or  
 vcov(x) if you need it

optimizer (nloptwrap) convergence code: 0 (OK)  
boundary (singular) fit: see help('isSingular')

**Method 2C (Restricted Maximum Likelihood using Kenward Roger with 3-Way Interactions)**

# Model with all main effects, 3-way interactions without T:P:S, and random WP effect  
formula\_2C <- Y\_S ~ (T + P + S + D + R)^3 - T:P:S + (1|WP)  
# Fit model with Kenward-Roger method  
model\_2C <- lmer(formula\_2C, data = Ys\_data, REML = TRUE)

boundary (singular) fit: see help('isSingular')

Method\_2C <- summary(model\_2C, ddf = "Kenward-Roger")  
Method\_2C

Linear mixed model fit by REML. t-tests use Kenward-Roger's method [  
lmerModLmerTest]  
Formula: formula\_2C  
 Data: Ys\_data  
  
REML criterion at convergence: 137.1  
  
Scaled residuals:   
 Min 1Q Median 3Q Max   
-0.9591 -0.2555 -0.1015 0.4184 0.7610   
  
Random effects:  
 Groups Name Variance Std.Dev.  
 WP (Intercept) 0 0.00   
 Residual 336 18.33   
Number of obs: 31, groups: WP, 8  
  
Fixed effects:  
 Estimate Std. Error df t value Pr(>|t|)   
(Intercept) 297.5107 3.6330 0.9213 81.890 0.010852 \*   
T -4.6955 3.6330 0.9213 -1.292 0.432538   
P 100.0143 3.6330 0.9213 27.529 0.029619 \*   
S -143.5170 3.6330 0.9213 -39.503 0.021240 \*   
D -130.3232 3.6330 5.2033 -35.872 1.96e-07 \*\*\*  
R -21.0768 3.6330 5.2033 -5.801 0.001877 \*\*   
T:P 1.8205 3.6330 0.9213 0.501 0.709835   
T:S -1.4982 3.6330 0.9213 -0.412 0.755503   
T:D 0.6080 3.6330 5.2033 0.167 0.873396   
T:R -4.3955 3.6330 5.2033 -1.210 0.278407   
P:S -38.6705 3.6330 0.9213 -10.644 0.070936 .   
P:D -56.2643 3.6330 5.2033 -15.487 1.49e-05 \*\*\*  
P:R 1.9143 3.6330 5.2033 0.527 0.619943   
S:D 85.3170 3.6330 5.2033 23.484 1.76e-06 \*\*\*  
S:R 4.5205 3.6330 5.2033 1.244 0.266509   
D:R -8.8357 3.6330 5.2033 -2.432 0.057291 .   
T:P:D -0.8455 3.6330 5.2033 -0.233 0.824847   
T:P:R 2.4830 3.6330 5.2033 0.683 0.523561   
T:S:D 1.0982 3.6330 5.2033 0.302 0.774147   
T:S:R 2.7518 3.6330 5.2033 0.757 0.481666   
T:D:R -4.4420 3.6330 5.2033 -1.223 0.273934   
P:S:D 30.5830 3.6330 5.2033 8.418 0.000319 \*\*\*  
P:S:R 2.6795 3.6330 5.2033 0.738 0.492702   
P:D:R -7.1893 3.6330 5.2033 -1.979 0.102495   
S:D:R 10.3545 3.6330 5.2033 2.850 0.034231 \*   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

Correlation matrix not shown by default, as p = 25 > 12.  
Use print(x, correlation=TRUE) or  
 vcov(x) if you need it

optimizer (nloptwrap) convergence code: 0 (OK)  
boundary (singular) fit: see help('isSingular')

**Method 4A ANOVA using Base R**

# Model with all main effects, 2-way interactions,  
#and split-plot error structure  
formula\_4A <- as.formula(paste("Y\_S ~ (",   
 paste(linear\_terms, collapse = " + "),")^2 + Error(WP)"))  
  
Method\_4A <- summary(aov(formula\_4A, data = Ys\_data))  
Method\_4A

Error: WP  
 Df Sum Sq Mean Sq  
T 1 2251 2251  
P 1 356982 356982  
S 1 613959 613959  
D 1 23273 23273  
T:P 1 2808 2808  
T:S 1 9591 9591  
P:S 1 23020 23020  
  
Error: Within  
 Df Sum Sq Mean Sq F value Pr(>F)   
D 1 527529 527529 199.115 1.14e-09 \*\*\*  
R 1 13710 13710 5.175 0.0392 \*   
T:D 1 16 16 0.006 0.9388   
T:R 1 685 685 0.259 0.6190   
P:D 1 107948 107948 40.745 1.70e-05 \*\*\*  
P:R 1 927 927 0.350 0.5635   
S:D 1 226165 226165 85.366 2.47e-07 \*\*\*  
S:R 1 377 377 0.142 0.7116   
D:R 1 3290 3290 1.242 0.2839   
Residuals 14 37091 2649   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

**Method 4B ANOVA using Letsinger**

# Proposed ANOVA method: saturated model with all 2-way + T:P:S interaction  
  
library(readr)  
  
data <- read\_csv("Data/PLA\_Data.csv")

Rows: 31 Columns: 7  
── Column specification ────────────────────────────────────────────────────────  
Delimiter: ","  
dbl (7): T, P, S, D, R, WP, Denier  
  
ℹ Use `spec()` to retrieve the full column specification for this data.  
ℹ Specify the column types or set `show\_col\_types = FALSE` to quiet this message.

# Saturated model: all 2-way interactions + T:P:S  
saturated\_formula <- "Denier ~ (T + P + S + D + R)^2 + T:P:S"  
saturated\_model <- lm(saturated\_formula, data = data)  
  
# Reduced model: T + P + S + D + R + P:S + P:D + S:D  
reduced\_formula <- "Denier ~ T + P + S + D + R + P:S + P:D + S:D"  
reduced\_model <- lm(reduced\_formula, data = data)  
  
# Calculate sums of squares and degrees of freedom  
SS\_saturated <- sum(residuals(saturated\_model)^2)  
SS\_reduced <- sum(residuals(reduced\_model)^2)  
df\_saturated <- saturated\_model$df.residual  
df\_reduced <- reduced\_model$df.residual  
  
MSsp <- SS\_saturated / df\_saturated  
MSdif <- (SS\_reduced - SS\_saturated) / (df\_reduced - df\_saturated)  
m <- 4  
sigma2\_wp <- (MSdif - MSsp) / m  
sigma2\_sp <- MSsp  
  
cat("=== Proposed Method Results (Saturated model: 2-way + T:P:S) ===\n")

=== Proposed Method Results (Saturated model: 2-way + T:P:S) ===

cat("Whole-plot error variance (σ²wp): ", round(sigma2\_wp, 6), "\n")

Whole-plot error variance (σ²wp): -528.8143

cat("Sub-plot error variance (σ²sp): ", round(sigma2\_sp, 6), "\n")

Sub-plot error variance (σ²sp): 2649.362

cat("Total error variance: ", round(sigma2\_wp + sigma2\_sp, 6), "\n")

Total error variance: 2120.548

if(!is.na(sigma2\_wp) && sigma2\_wp >= 0) {  
 prop\_wp <- sigma2\_wp / (sigma2\_wp + sigma2\_sp) \* 100  
 prop\_sp <- sigma2\_sp / (sigma2\_wp + sigma2\_sp) \* 100  
 cat("Whole-plot error proportion: ", round(prop\_wp, 1), "%\n")  
 cat("Sub-plot error proportion: ", round(prop\_sp, 1), "%\n")  
} else {  
 cat("\*\*\* WARNING: Negative whole-plot variance estimate! \*\*\*\n")  
 if(!is.na(sigma2\_wp)) {  
 prop\_wp <- sigma2\_wp / (sigma2\_wp + sigma2\_sp) \* 100  
 prop\_sp <- sigma2\_sp / (sigma2\_wp + sigma2\_sp) \* 100  
 cat("Whole-plot error proportion: ", round(prop\_wp, 1), "%\n")  
 cat("Sub-plot error proportion: ", round(prop\_sp, 1), "%\n")  
 }  
}

\*\*\* WARNING: Negative whole-plot variance estimate! \*\*\*  
Whole-plot error proportion: -24.9 %  
Sub-plot error proportion: 124.9 %

cat("\n=== Reduced Model Fixed Effects ===\n")

=== Reduced Model Fixed Effects ===

print(summary(reduced\_model)$coefficients)

Estimate Std. Error t value Pr(>|t|)  
(Intercept) 298.736957 7.830079 38.1524813 1.349787e-21  
T -3.469293 7.830079 -0.4430726 6.620395e-01  
P 98.788043 7.830079 12.6164805 1.510049e-11  
S -144.743207 7.830079 -18.4855350 6.862177e-15  
D -131.549457 7.830079 -16.8005266 4.916830e-14  
R -19.850543 7.830079 -2.5351650 1.885784e-02  
P:S -37.444293 7.830079 -4.7821091 8.941094e-05  
P:D -55.038043 7.830079 -7.0290531 4.715092e-07  
S:D 86.543207 7.830079 11.0526602 1.896102e-10

# Continue with any further analysis or reporting as needed

**Method 5A Additional Replicates**

# Function to simulate whole-plot and sub-plot replicates  
WP\_SP\_replicates <- function(data, response = "Denier", r = 3, sd = 5, seed = 123) {  
 set.seed(seed)  
 # Repeat each row r times  
 data\_rep <- data[rep(1:nrow(data), each = r), ]  
 # Add replicate identifier  
 data\_rep$RPL <- rep(1:r, times = nrow(data))  
 # Add random noise to the response variable  
 data\_rep[[response]] <- data\_rep[[response]] + rnorm(nrow(data\_rep), mean = 0, sd = sd)  
 rownames(data\_rep) <- NULL  
 return(data\_rep)  
}  
  
# Function to calculate sub-plot variance (σ²\_sp)  
calculate\_subplot\_variance <- function(data, response, wp\_col, sp\_col) {  
 # Split data by whole-plot column  
 wp\_groups <- split(data, data[[wp\_col]])  
   
 # Calculate variance within each whole-plot group  
 sp\_variances <- sapply(wp\_groups, function(group) {  
 sum((group[[response]] - mean(group[[response]]))^2) / (nrow(group) - 1)  
 })  
   
 # Return the average sub-plot variance  
 sigma2\_sp <- mean(sp\_variances)  
 return(sigma2\_sp)  
}  
  
# Function to calculate total variance (σ²\_tot)  
calculate\_total\_variance <- function(data, response, replicate\_col) {  
 # Split data by replicate column  
 replicate\_groups <- split(data, data[[replicate\_col]])  
   
 # Calculate mean for each replicate group  
 replicate\_means <- sapply(replicate\_groups, function(group) mean(group[[response]]))  
   
 # Calculate variance of replicate means  
 sigma2\_tot <- var(replicate\_means)  
 return(sigma2\_tot)  
}  
  
# Function to calculate whole-plot variance (σ²\_wp)  
calculate\_wholeplot\_variance <- function(sigma2\_tot, sigma2\_sp) {  
 sigma2\_wp <- sigma2\_tot - sigma2\_sp  
 return(sigma2\_wp)  
}  
  
# Main analysis function for Method 5A  
method5A\_analysis <- function(data, response = "Denier", wp\_col = "WP", sp\_col = "RPL", replicate\_col = "RPL") {  
 # Calculate sub-plot variance  
 sigma2\_sp <- calculate\_subplot\_variance(data, response, wp\_col, sp\_col)  
   
 # Calculate total variance  
 sigma2\_tot <- calculate\_total\_variance(data, response, replicate\_col)  
   
 # Calculate whole-plot variance  
 sigma2\_wp <- calculate\_wholeplot\_variance(sigma2\_tot, sigma2\_sp)  
   
 # Return results  
 return(list(  
 sigma2\_sp = sigma2\_sp,  
 sigma2\_tot = sigma2\_tot,  
 sigma2\_wp = sigma2\_wp  
 ))  
}  
  
# Example usage  
  
  
# Simulate replicates  
replicated\_data <- WP\_SP\_replicates(data = Ys\_data, response = "Denier", r = 3, sd = 5, seed = 123)  
  
# Perform Method 5A analysis  
results <- method5A\_analysis(replicated\_data, response = "Denier", wp\_col = "WP", sp\_col = "RPL", replicate\_col = "RPL")  
  
# Print results  
print(results)

**Method 5B Hierarchical Design**

# Function to simulate hierarchical replicates for Method 5B  
simulate\_hierarchical\_data <- function(data, response = "Denier", wp\_col = "WP",   
 num\_wp\_replicates = 3, num\_sp\_replicates = 2,   
 sd\_wp = 10, sd\_sp = 5, seed = 123) {  
 set.seed(seed)  
   
 # Create whole-plot replicates  
 wp\_replicates <- data[rep(1:nrow(data), each = num\_wp\_replicates), ]  
 wp\_replicates$WP\_Rep <- rep(1:num\_wp\_replicates, times = nrow(data))  
   
 # Add random noise for whole-plot variability  
 wp\_replicates[[response]] <- wp\_replicates[[response]] +   
 rnorm(nrow(wp\_replicates), mean = 0, sd = sd\_wp)  
   
 # Create sub-plot replicates within each whole-plot replicate  
 sp\_replicates <- wp\_replicates[rep(1:nrow(wp\_replicates), each = num\_sp\_replicates), ]  
 sp\_replicates$SP\_Rep <- rep(1:num\_sp\_replicates, times = nrow(wp\_replicates))  
   
 # Add random noise for sub-plot variability  
 sp\_replicates[[response]] <- sp\_replicates[[response]] +   
 rnorm(nrow(sp\_replicates), mean = 0, sd = sd\_sp)  
   
 # Reset row names and return the simulated dataset  
 rownames(sp\_replicates) <- NULL  
 return(sp\_replicates)  
}  
  
# Example usage  
  
# Simulate hierarchical data  
simulated\_data <- simulate\_hierarchical\_data(  
 data = Ys\_data,   
 response = "Denier",   
 wp\_col = "WP",   
 num\_wp\_replicates = 3, # Number of whole-plot replicates  
 num\_sp\_replicates = 2, # Number of sub-plot replicates  
 sd\_wp = 10, # Standard deviation for whole-plot noise  
 sd\_sp = 5, # Standard deviation for sub-plot noise  
 seed = 123 # Random seed for reproducibility  
)  
  
# View the first few rows of the simulated dataset  
head(simulated\_data)  
  
  
# Function to perform Method 5B analysis  
method5B\_analysis <- function(data, response = "Denier", wp\_col = "WP", wp\_rep\_col = "WP\_Rep", sp\_rep\_col = "SP\_Rep") {  
 # Step 1: Calculate the total mean  
 grand\_mean <- mean(data[[response]])  
   
 # Step 2: Calculate the whole-plot mean squares (MS\_wp)  
 wp\_means <- aggregate(data[[response]], by = list(data[[wp\_col]], data[[wp\_rep\_col]]), FUN = mean)  
 colnames(wp\_means) <- c(wp\_col, wp\_rep\_col, "WP\_Mean")  
 wp\_ms <- sum((wp\_means$WP\_Mean - grand\_mean)^2) / (nrow(wp\_means) - 1)  
   
 # Step 3: Calculate the sub-plot mean squares (MS\_sp)  
 sp\_means <- aggregate(data[[response]], by = list(data[[sp\_rep\_col]]), FUN = mean)  
 colnames(sp\_means) <- c(sp\_rep\_col, "SP\_Mean")  
 sp\_ms <- sum((sp\_means$SP\_Mean - grand\_mean)^2) / (nrow(sp\_means) - 1)  
   
 # Step 4: Calculate the residual mean squares (MS\_res)  
 residuals <- data[[response]] - ave(data[[response]], data[[wp\_col]], data[[wp\_rep\_col]], data[[sp\_rep\_col]], FUN = mean)  
 ms\_res <- sum(residuals^2) / (nrow(data) - nrow(wp\_means) - nrow(sp\_means) + 1)  
   
 # Step 5: Estimate variances  
 sigma2\_wp <- (wp\_ms - sp\_ms) / (length(unique(data[[wp\_rep\_col]])) \* length(unique(data[[sp\_rep\_col]])))  
 sigma2\_sp <- (sp\_ms - ms\_res) / length(unique(data[[sp\_rep\_col]]))  
 sigma2\_res <- ms\_res  
   
 # Return results  
 return(list(  
 sigma2\_wp = sigma2\_wp,  
 sigma2\_sp = sigma2\_sp,  
 sigma2\_res = sigma2\_res  
 ))  
}  
  
# Example usage  
  
# Perform Method 5B analysis  
results <- method5B\_analysis(simulated\_data, response = "Denier", wp\_col = "WP", wp\_rep\_col = "WP\_Rep", sp\_rep\_col = "SP\_Rep")  
  
# Print results  
print(results)

**Method 6 QQ Plot Method for S Model**

# Model with all main effects and 2-way interactions  
formula\_6S <- as.formula(paste("Y\_S ~ (",   
 paste(linear\_terms, collapse = " + "),")^2"))  
model\_6S <- lm(formula\_6S, data = Ys\_data)   
effects <- coef(model\_6S)[-1] #Remove intercept  
# Plot 1 - QQ Plot of SP Effects  
SP\_effects\_names <- c(  
 "D", # SP main effect  
 "R", # SP main effect  
 "D:R", # SP interaction  
 "T:D", # SP x WP  
 "T:R", # SP x WP  
 "P:D", # SP x WP  
 "P:R", # SP x WP  
 "S:D", # SP x WP  
 "S:R" # SP x WP  
)  
SP\_effects <- effects[SP\_effects\_names]  
#Plot 2 - QQ Plot of WP Effects  
WP\_effects\_names <- c(  
 "T", # WP main effect  
 "S", # WP main effect  
 "P", # WP main effect  
 "T:S", # WP interaction  
 "T:P", # WP interaction  
 "P:S" # WP interaction  
)  
WP\_effects <- effects[WP\_effects\_names]

**Method 7 Lenth Method for S Model**

# Model with all main effects and 2-way interactions  
formula\_7S <- as.formula(paste("Y\_S ~ (",   
 paste(linear\_terms, collapse = " + "),")^2"))  
model\_7S <- lm(formula\_7S, data = Ys\_data) # Use lm()  
effects <- coef(model\_7S)[-1] # Remove intercept  
# Plot 1 - Lenth Plot of SP Effects  
SP\_effects\_names <- c(  
 "D", # SP main effect  
 "R", # SP main effect  
 "D:R", # SP interaction  
 "T:D", # SP x WP  
 "T:R", # SP x WP  
 "P:D", # SP x WP  
 "P:R", # SP x WP  
 "S:D", # SP x WP  
 "S:R" # SP x WP  
)  
SP\_effects <- effects[SP\_effects\_names]  
#Plot 2 - Lenth Plot of WP Effects  
WP\_effects\_names <- c(  
 "T", # WP main effect  
 "S", # WP main effect  
 "P", # WP main effect  
 "T:S", # WP interaction  
 "T:P", # WP interaction  
 "P:S" # WP interaction  
)  
WP\_effects <- effects[WP\_effects\_names]

\*\*2 x 2 Plot of QQ and Lenth Plots for S Model

pdf("2x2\_plot.pdf", width = 8, height = 8)  
par(mfrow = c(2, 2))  
  
# plot1 - WP QQ Plot  
halfnormal(  
 WP\_effects,  
 main = "Half-Normal Plot for S Model :\nWP Factors + 2-way Interactions",  
 labs = WP\_effects\_names,  
 alpha = 1  
)

simulated critical values not available for all requests, used conservative ones

# plot2 - WP Lenth Plot  
LenthPlot(WP\_effects, main = "Lenth Plot for S Model: WP Effects")

alpha PSE ME SME   
 0.050000 4.645312 19.987167 50.026631

# plot3 - SP QQ Plot  
halfnormal(  
 SP\_effects,  
 main = "Half-Normal Plot for S Model :\nSP Factors + 2-way Interactions +\n2-way Interactions with WP Factors",  
 labs = SP\_effects\_names,  
 alpha = 1  
)

simulated critical values not available for all requests, used conservative ones

# plot4 - SP Lenth Plot  
LenthPlot(SP\_effects, main = "Lenth Plot for S Model: SP Effects")

alpha PSE ME SME   
 0.050000 4.317187 13.739217 30.773902

dev.off()

png   
 2

**Import WP Factor PLA Data**

Yw\_data <- read.csv("Data/YwData.csv")  
Yw\_data <- Yw\_data[,14:17]  
cat("WP PLA Data Set\n")

WP PLA Data Set

print(Yw\_data)

T P S Y\_W  
1 -1 -1 -1 445.5  
2 -1 -1 1 145.8  
3 -1 1 -1 914.7  
4 -1 1 1 302.1  
5 1 -1 -1 434.2  
6 1 -1 1 145.8  
7 1 1 -1 882.6  
8 1 1 1 277.2

**Method 6 QQ Plot Method for W Model**

# Model for WP factors (main effects, 2- and 3-way interactions)  
formula\_6W <- as.formula(paste("Y\_W ~ (",  
 paste(WP\_factors, collapse = " + "),")^3"))  
model\_6W <- lm(formula\_6W, data = Yw\_data)  
effects\_6W <- coef(model\_6W)[-1]  
effect\_names\_6W <- names(coef(model\_6W))[-1]  
halfnormal(  
 effects\_6W,  
 main = "Half-Normal Plot for W Model",  
 labs = effect\_names\_6W,  
 alpha = 1  
)

simulated critical values not available for all requests, used conservative ones

![](data:image/png;base64,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)

# Example: Half-Normal Plot with labels and reference line  
  
set.seed(123)  
effects <- rnorm(10, mean = 0, sd = 2) # 10 random effects  
effect\_labels <- paste0("E", 1:10)  
  
# Sort absolute effects and keep labels  
order\_idx <- order(abs(effects))  
abs\_effects <- abs(effects)[order\_idx]  
labels\_sorted <- effect\_labels[order\_idx]  
  
n <- length(effects)  
expected <- qnorm((1:n - 0.5) / n) \* sqrt(pi/2)  
  
plot(expected, abs\_effects,  
 main = "Half-Normal Plot of Effects",  
 xlab = "Absolute Effects",  
 ylab = "Half-Normal Scores",  
 pch = 19)  
  
# Add labels to points  
text(expected, abs\_effects, labels = labels\_sorted, pos = 3, cex = 0.8)
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**Method 7 Lenth Method for W Model**

# Model for WP factors (main effects, 2- and 3-way interactions)  
formula\_7W <- as.formula(paste("Y\_W ~ (",  
 paste(WP\_factors, collapse = " + "),")^3"))  
model\_7W <- lm(formula\_7W, data = Yw\_data)  
effects\_7W <- coef(model\_7W)[-1] # Remove intercept  
LenthPlot(effects\_7W, main = "Lenth Plot for W Model")
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alpha PSE ME SME   
 0.05000 6.01875 22.65532 54.21875

**Method 8A Sequential Split Plot Method with 2-way Interactions**

#-----------------------------------------------------------  
#S Model - SP Factors (WP main effects, SP main effects,   
#2-way interactions within WP and SP and 2-way interactions   
# with WP Factors)  
formula\_S <- as.formula(paste("Y\_S ~ (", paste(linear\_terms,   
 collapse = " + "),")^2"))  
#Create model matrix for S Model  
Y\_S <- Ys\_data$Y\_S  
X\_S <- model.matrix(formula\_S, data = Ys\_data)  
#-----------------------------------------------------------  
#W Model - WP factors (main WP effects, 2-way interactions)  
formula\_W <- as.formula(paste("Y\_W ~ (",   
 paste(WP\_factors, collapse = " + "),")^2"))  
  
#Create model matrix for W Model  
X\_W <- model.matrix(formula\_W, data = Yw\_data)  
# Replicate each row 4 times and drop row 20.  
X\_W <- X\_W[rep(1:nrow(X\_W), each = 4), ][-20, ]  
  
Y\_W <- rep(Yw\_data$Y\_W, each = 4)[-20]  
df\_W <- data.frame(Y\_W, X\_W)  
  
cat("Linear Model Fit for W Model (OLS)", "\n")

Linear Model Fit for W Model (OLS)

W\_Model <- summary(lm(formula\_W, data = Yw\_data))  
W\_Model

Call:  
lm.default(formula = formula\_W, data = Yw\_data)  
  
Residuals:  
 1 2 3 4 5 6 7 8   
 0.5125 -0.5125 -0.5125 0.5125 -0.5125 0.5125 0.5125 -0.5125   
  
Coefficients:  
 Estimate Std. Error t value Pr(>|t|)   
(Intercept) 443.4875 0.5125 865.341 0.000736 \*\*\*  
T -8.5375 0.5125 -16.659 0.038170 \*   
P 150.6625 0.5125 293.976 0.002166 \*\*   
S -225.7625 0.5125 -440.512 0.001445 \*\*   
T:P -5.7125 0.5125 -11.146 0.056962 .   
T:S 2.3125 0.5125 4.512 0.138845   
P:S -78.7375 0.5125 -153.634 0.004144 \*\*   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
Residual standard error: 1.45 on 1 degrees of freedom  
Multiple R-squared: 1, Adjusted R-squared: 1   
F-statistic: 5.075e+04 on 6 and 1 DF, p-value: 0.003398

#------------------------------------------------------------  
#S-W Model by Satterwaithe  
#Create model matrix for S-W Model  
X\_SW <- X\_S[, SP\_effects\_names]  
Y\_SW <- Y\_S - Y\_W  
df\_SW <- data.frame(Y\_SW, X\_SW, check.names = FALSE)  
 formula\_SW <- as.formula(  
 "Y\_SW ~ D + R + `D:R` + `T:D` + `T:R` + `P:D` + `P:R` + `S:D` + `S:R`")  
SW\_Model <-lm(formula\_SW, data = df\_SW)  
  
cat("\n")

cat("Linear Model Fit for SW1 Model (OLS)", "\n")

Linear Model Fit for SW1 Model (OLS)

SW\_Model\_summary <- summary(SW\_Model)  
SW\_Model\_summary

Call:  
lm.default(formula = formula\_SW, data = df\_SW)  
  
Residuals:  
 Min 1Q Median 3Q Max   
-220.51 -68.83 37.78 86.55 152.59   
  
Coefficients:  
 Estimate Std. Error t value Pr(>|t|)   
(Intercept) -145.2415 24.6531 -5.891 7.56e-06 \*\*\*  
D -131.0585 24.6531 -5.316 2.85e-05 \*\*\*  
R -20.3415 24.6531 -0.825 0.41858   
`D:R` -9.5710 24.6531 -0.388 0.70176   
`T:D` -0.1273 24.6531 -0.005 0.99593   
`T:R` -3.6602 24.6531 -0.148 0.88339   
`P:D` -55.5290 24.6531 -2.252 0.03512 \*   
`P:R` 1.1790 24.6531 0.048 0.96231   
`S:D` 86.0523 24.6531 3.491 0.00218 \*\*   
`S:R` 3.7852 24.6531 0.154 0.87944   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
Residual standard error: 136.4 on 21 degrees of freedom  
Multiple R-squared: 0.6929, Adjusted R-squared: 0.5613   
F-statistic: 5.265 on 9 and 21 DF, p-value: 0.0008274

#-------------------------------------------------------------

**SSPD Method Model Adequacy Test for Method 8A**

# Perform F-test using ANOVA  
# model1 is the reduced model (SW Model)  
# model 2 is the full model (S Model)  
  
# SW Model Comparison  
Y\_SW <- Y\_S - Y\_W  
  
#$Model 1 - Reduced Model  
df\_SW1 <- data.frame(Y\_SW, X\_S, check.names = FALSE)  
formula\_SW1 <- as.formula(  
 "Y\_SW ~ D + R + `D:R` + `T:D` + `T:R` + `P:D` + `P:R` + `S:D` + `S:R`")  
  
SW\_Model\_1 <-lm(formula\_SW1, data = df\_SW1)  
  
#Model 2 - Full Model  
df\_SW2 <- data.frame(Y\_SW, X\_S, check.names = FALSE)  
formula\_SW2 <- as.formula(paste("Y\_SW ~ (", paste(linear\_terms,   
 collapse = " + "),")^2"))  
SW\_Model\_2 <-lm(formula\_SW2, data = df\_SW2)  
  
# Summaries  
cat("\n")

cat("Linear Model Fit for SW1 Model (OLS)", "\n")

Linear Model Fit for SW1 Model (OLS)

SW\_Model\_1\_summary <- summary(SW\_Model\_1)  
SW\_Model\_1\_summary

Call:  
lm.default(formula = formula\_SW1, data = df\_SW1)  
  
Residuals:  
 Min 1Q Median 3Q Max   
-220.51 -68.83 37.78 86.55 152.59   
  
Coefficients:  
 Estimate Std. Error t value Pr(>|t|)   
(Intercept) -145.2415 24.6531 -5.891 7.56e-06 \*\*\*  
D -131.0585 24.6531 -5.316 2.85e-05 \*\*\*  
R -20.3415 24.6531 -0.825 0.41858   
`D:R` -9.5710 24.6531 -0.388 0.70176   
`T:D` -0.1273 24.6531 -0.005 0.99593   
`T:R` -3.6602 24.6531 -0.148 0.88339   
`P:D` -55.5290 24.6531 -2.252 0.03512 \*   
`P:R` 1.1790 24.6531 0.048 0.96231   
`S:D` 86.0523 24.6531 3.491 0.00218 \*\*   
`S:R` 3.7852 24.6531 0.154 0.87944   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
Residual standard error: 136.4 on 21 degrees of freedom  
Multiple R-squared: 0.6929, Adjusted R-squared: 0.5613   
F-statistic: 5.265 on 9 and 21 DF, p-value: 0.0008274

cat("\n")

cat("Linear Model Fit for SW2 Model (OLS)", "\n")

Linear Model Fit for SW2 Model (OLS)

SW\_Model\_2\_summary <- summary(SW\_Model\_2)  
SW\_Model\_2\_summary

Call:  
lm.default(formula = formula\_SW2, data = df\_SW2)  
  
Residuals:  
 Min 1Q Median 3Q Max   
-62.737 -25.938 -1.039 27.896 57.588   
  
Coefficients:  
 Estimate Std. Error t value Pr(>|t|)   
(Intercept) -144.4289 9.0683 -15.927 8.30e-11 \*\*\*  
T 5.3898 9.0683 0.594 0.561130   
P -52.1961 9.0683 -5.756 3.80e-05 \*\*\*  
S 80.6977 9.0683 8.899 2.27e-07 \*\*\*  
D -131.8711 9.0683 -14.542 3.01e-10 \*\*\*  
R -19.5289 9.0683 -2.154 0.047953 \*   
T:P 5.9852 9.0683 0.660 0.519256   
T:S -5.3586 9.0683 -0.591 0.563377   
T:D -0.9398 9.0683 -0.104 0.918828   
T:R -2.8477 9.0683 -0.314 0.757829   
P:S 41.6148 9.0683 4.589 0.000355 \*\*\*  
P:D -54.7164 9.0683 -6.034 2.29e-05 \*\*\*  
P:R 0.3664 9.0683 0.040 0.968303   
S:D 86.8648 9.0683 9.579 8.77e-08 \*\*\*  
S:R 2.9727 9.0683 0.328 0.747589   
D:R -10.3836 9.0683 -1.145 0.270134   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
Residual standard error: 49.77 on 15 degrees of freedom  
Multiple R-squared: 0.9708, Adjusted R-squared: 0.9416   
F-statistic: 33.24 on 15 and 15 DF, p-value: 8.674e-09

model\_adequacy <- anova(SW\_Model\_1, SW\_Model\_2)  
print(model\_adequacy)

Analysis of Variance Table  
  
Model 1: Y\_SW ~ D + R + `D:R` + `T:D` + `T:R` + `P:D` + `P:R` + `S:D` +   
 `S:R`  
Model 2: Y\_SW ~ (T + P + S + D + R)^2  
 Res.Df RSS Df Sum of Sq F Pr(>F)   
1 21 390667   
2 15 37151 6 353517 23.789 7.349e-07 \*\*\*  
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

**Method 8B Sequential Split Plot Method with Three-Way Interactions**

SP\_effects\_names <- c(  
 "D",  
 "R",  
 "D:R",  
 "T:D",   
 "P:D",  
 "S:D",  
 "T:R",  
 "P:R",  
 "S:R",  
 "T:D:R",  
 "P:D:R",  
 "S:D:R",  
 "T:P:D",  
 "T:S:D",  
 "P:S:D",  
 "T:P:R",  
 "T:S:R",  
 "P:S:R")  
#-----------------------------------------------------------  
#S Model - SP Factors (WP main effects, SP main effects,   
#and all 2-way and 3-way interactions (10 three-way interactions)  
formula\_S <- as.formula(paste("Y\_S ~ (", paste(linear\_terms,   
 collapse = " + "),")^3"))  
#Create model matrix for S Model  
Y\_S <- Ys\_data$Y\_S  
X\_S <- model.matrix(formula\_S, data = Ys\_data)  
#-----------------------------------------------------------  
#W Model - WP factors (main WP effects, 2-way interactions)  
formula\_W <- as.formula(paste("Y\_W ~ (",   
 paste(WP\_factors, collapse = " + "),")^2"))  
  
#Create model matrix for W Model  
X\_W <- model.matrix(formula\_W, data = Yw\_data)  
# Replicate each row 4 times and drop row 20.  
X\_W <- X\_W[rep(1:nrow(X\_W), each = 4), ][-20, ]  
  
Y\_W <- rep(Yw\_data$Y\_W, each = 4)[-20]  
df\_W <- data.frame(Y\_W, X\_W)  
  
cat("Linear Model Fit for W Model (OLS)", "\n")

Linear Model Fit for W Model (OLS)

W\_Model <- summary(lm(formula\_W, data = Yw\_data))  
W\_Model

Call:  
lm.default(formula = formula\_W, data = Yw\_data)  
  
Residuals:  
 1 2 3 4 5 6 7 8   
 0.5125 -0.5125 -0.5125 0.5125 -0.5125 0.5125 0.5125 -0.5125   
  
Coefficients:  
 Estimate Std. Error t value Pr(>|t|)   
(Intercept) 443.4875 0.5125 865.341 0.000736 \*\*\*  
T -8.5375 0.5125 -16.659 0.038170 \*   
P 150.6625 0.5125 293.976 0.002166 \*\*   
S -225.7625 0.5125 -440.512 0.001445 \*\*   
T:P -5.7125 0.5125 -11.146 0.056962 .   
T:S 2.3125 0.5125 4.512 0.138845   
P:S -78.7375 0.5125 -153.634 0.004144 \*\*   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
Residual standard error: 1.45 on 1 degrees of freedom  
Multiple R-squared: 1, Adjusted R-squared: 1   
F-statistic: 5.075e+04 on 6 and 1 DF, p-value: 0.003398

#------------------------------------------------------------  
  
  
#S-W Model by Satterwaithe  
#Create model matrix for S-W Model  
  
X\_SW <- X\_S[, SP\_effects\_names]  
Y\_SW <- Y\_S - Y\_W  
df\_SW <- data.frame(Y\_SW, X\_SW, check.names = FALSE)  
   
formula\_SW <- as.formula(  
 "Y\_SW ~ D + R +  
 `D:R` + `T:D` + `P:D` + `S:D` + `T:R` + `P:R` + `S:R` +  
 `T:D:R` + `P:D:R` + `S:D:R` + `T:P:D` + `T:S:D` + `P:S:D` + `T:P:R` + `T:S:R` + `P:S:R`")  
  
SW\_Model <-lm(formula\_SW, data = df\_SW)  
  
cat("\n")

cat("Linear Model Fit for SW1 Model (OLS)", "\n")

Linear Model Fit for SW1 Model (OLS)

SW\_Model\_summary <- summary(SW\_Model)  
SW\_Model\_summary

Call:  
lm.default(formula = formula\_SW, data = df\_SW)  
  
Residuals:  
 Min 1Q Median 3Q Max   
-205.91 -74.01 57.06 82.39 110.28   
  
Coefficients:  
 Estimate Std. Error t value Pr(>|t|)   
(Intercept) -146.6769 31.5293 -4.652 0.000558 \*\*\*  
D -129.6231 31.5293 -4.111 0.001443 \*\*   
R -21.7769 31.5293 -0.691 0.502903   
`D:R` -8.1356 31.5293 -0.258 0.800754   
`T:D` 1.3082 31.5293 0.041 0.967587   
`P:D` -56.9644 31.5293 -1.807 0.095929 .   
`S:D` 84.6168 31.5293 2.684 0.019898 \*   
`T:R` -5.0957 31.5293 -0.162 0.874297   
`P:R` 2.6144 31.5293 0.083 0.935282   
`S:R` 5.2207 31.5293 0.166 0.871243   
`T:D:R` -3.7418 31.5293 -0.119 0.907494   
`P:D:R` -7.8894 31.5293 -0.250 0.806646   
`S:D:R` 9.6543 31.5293 0.306 0.764699   
`T:P:D` -1.5457 31.5293 -0.049 0.961707   
`T:S:D` 0.3981 31.5293 0.013 0.990134   
`P:S:D` 31.2832 31.5293 0.992 0.340689   
`T:P:R` 3.1832 31.5293 0.101 0.921250   
`T:S:R` 3.4519 31.5293 0.109 0.914629   
`P:S:R` 1.9793 31.5293 0.063 0.950977   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
Residual standard error: 171.9 on 12 degrees of freedom  
Multiple R-squared: 0.7214, Adjusted R-squared: 0.3034   
F-statistic: 1.726 on 18 and 12 DF, p-value: 0.1688

#-------------------------------------------------------------

```