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# Problem definition:

Synthesizing high-quality images from text descriptions is a challenging problem in computer vision and has many practical applications. Samples generated by existing text-to-image approaches can roughly reflect the meaning of the given descriptions, but they fail to contain necessary details and vivid object parts. We are motivated by the potential of automated face generation to impact and assist critical tasks such as criminal face reconstruction.

# Literature Survey:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Sr.No** | **Title of the paper** | **Journal and year of publication** | **Summary of the paper** | **Gap identified** |
| 1. | Text2FaceGAN: Face Generation from Fine Grained Textual Descriptions | 2019 IEEE Fifth International Conference on Multimedia Big Data (BigMM) | In this work they presented captions for the CelebA dataset to facilitate face synthesis from text. Then they used Generative Adversarial Network to learn the conditional multimodality in synthesis of face from captions | Improve the selection of the wrong image for the GAN-CLS algorithm. Currently, they randomly select images from the dataset as the wrong image .Explore better language models such as BERT, analyze and compare performance of other GAN architectures with their model for face generation from captions |
| 6. | AttnGAN: Fine-Grained Text to Image Generation with Attentional Generative Adversarial Networks | 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition | Attentional Generative Adversarial Network is proposed for fine-grained text-to-image synthesis which gives effective results for complex scenes. | To work on global coherent structure to eliminate the failure which could not be resolved by the current method.. |
| 5. | StackGAN: Text to Photo-realistic Image Synthesis  with Stacked Generative Adversarial Networks | 2017 IEEE International Conference on Computer Vision | It proposed the Stacked Generative Adversarial Networks (StackGAN) to generate 256×256 photo realistic images conditioned on text description & the outcome generated has higher resolution as compared to text-to-image generative models. | To improve the diversity of synthesized images and to stabilize the training of Conditional GAN introduced Conditioning Augmentation Technique. |
| 3. | A style-based generator architecture for generative adversarial networks | 2019 IEEE Conference on Computer Vision and Pattern Recognition | They proposed an alternative generator architecture for generative adversarial networks, borrowing from style transfer literature. The new architecture leads to an automatically learned, unsupervised separation of high-level attributes and stochastic variation in the generated images and it enables intuitive, scale-specific control of the synthesis. | We should also focus on text irrelevant contents in the original image. |
| 4. | Photographic Text-to-Image Synthesis with a Hierarchically-nested Adversarial Network | 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition | This paper presents a novel method to deal with the challenging task of generating photographic images conditioned on semantic image descriptions. The method introduces accompanying hierarchical-nested adversarial objectives inside the network hierarchies, which regularize mid-level representations and assist generator training to capture the complex image statistics. | Focus on increasing the visual quality and resolution of generated images. |
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