**Варианты лабораторной работы №1**

**по курсу «Введение в машинное обучение»**

**Файл с данными**

data\_vN-NN.csv, N-NN – номер варианта

**Шаблон отчета**

<https://docs.google.com/presentation/d/1SaG1JYkH_X5eFrq6VleHDd757jmKna8wxb3YyGyK7h0/edit?usp=sharing>

**Отчет**

Файл otchet\_vN-NN\_GroupFIO.pdf и **исходные коды**, написанные для выполнения заданий, высылать на [angultiaev@gmail.com](mailto:angultiaev@gmail.com)

**Указания по оформлению графиков**

<http://datalearning.ru/study/Courses/methodic/lections/graphs.pdf>

К каждому графику в отчете должны быть даны все необходимые пояснения для его понимания (название, подписи осей, легенда, условия эксперимента, параметры обработки и пр.).

**Рекомендуемые средства программной реализации**

Python, MATLAB
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**Вариант 1-09**

**Nonlinear least-squares**

**Задания**

1. Построить полиномиальные регрессионные модели при *m*=1,2,3, используя метод OLS, рассчитать коэффициенты детерминации моделей на обучающей и тестовой выборках. На диаграмме рассеяния исходных данных вывести рассчитанные функции регрессии.

2. Обучить нелинейную экспоненциальную модель, рассчитать коэффициент детерминации модели на обучающей и тестовой выборках, сравнить результаты с полиномиальными моделями.

3. Построить зависимость значения MSE от параметров нелинейной модели (визуализировать в виде поверхности и контурной диаграммы). Определить визуально оптимальные значения параметров и сравнить их со значениями, найденными в результате обучения.

4. Применить логарифмическое преобразование результирующей переменной и построить простейшую линейную регрессионную модель. Рассчитать коэффициент детерминации модели на обучающей и тестовой выборках, визуализировать полученную функцию регрессии, сравнить с результатами пп. 1, 2.

5. Построить гистограммы распределения остатков моделей, обученных в пп. 1, 2, 4 на обучающей и тестовой выборках, проверить распределения остатков на нормальность, используя критерий «хи-квадрат» (привести значения статистики критерия, *p-value*, статистическое решение). Оценить нормальность остатков визуально по Q-Q диаграммам.

6. Сделать вывод по результатам сравнения обученных линейных и нелинейной регрессионных моделей.

**Указания**

Класс полиномиальных регрессионных моделей: ![](data:image/x-wmf;base64,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).

Класс экспоненциальных регрессионных моделей: ![](data:image/x-wmf;base64,183GmgAAAAAAACALQAIACQAAAABxVwEACQAAAyICAAACAK4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiALCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gCgAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARQFHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzu8AviCSdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMDEhBLwBBQAAABQCgAEAARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM7vAL4gknZAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAKClQAfIBHAAAAPsCgP4AAAAAAACQAQAAAKEAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzu8AviCSdkAAAAAEAAAALQEAAAQAAADwAQEAEgAAADIKAAAAAAcAAADiZXhwKOIp/5YBqADAAMAAeAD0AQADBQAAABQCgAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM7vAL4gknZAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAaHh4R2IBHAgAAwUAAAAUAoABKAMcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wABAAACgAgNaYF/v///1jO7wC+IJJ2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0xAAOuAAAAJgYPAFEBQXBwc01GQ0MBACoBAAAqAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINoAAIAgigAAgCDeAACAIIpAAIEhj0APQIAgbIDAwAbAAALAQACAIgwAAABAQAKAgKCZQACAIJ4AAIAgnAAAgCCKAACAIGyAwMAGwAACwEAAgCIMQAAAQEACgIAg3gAAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCptACKBQAACgCUF2aplBdmqbQAigU42O8ABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) .

Кросс-валидация: Holdout (70/30).

Для обучения нелинейной регрессионной использовать один из методов оптимизации (простой градиентный метод, метод Левенберга-Маркардта или др.).

Выводить графики MSE в логарифмическом масштабе.
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