I. Bevezetés

A matematika, tárgyát és módszereit tekintve, sajátos tudomány, mely részben a többi tudomány által vizsgált, részben pedig a matematika „belső” fejlődéséből adódóan létrejött (felfedezett ill. feltalált) rendszereket, struktúrákat, azok absztrakt, közösen meglévő tulajdonságait vizsgálja. A numerikus analízis a matematikai - elsősorban, analitikus - problémák közelítő megoldásával foglalkozik. Az egyik legrégebbi matematikai írás az YBC 7289-es számú Babilóniai agyagtábla, amely 60-as számrendszerben jegyezte le a ![\sqrt{2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAVBAMAAACqMuMoAAAAMFBMVEX///8EBAR0dHQMDAxiYmKKiorm5ua2trYiIiIwMDDMzMwWFhZAQECenp5QUFAAAABiqYtrAAAAAXRSTlMAQObYZgAAAK9JREFUGBljYIAAvv8gAOUw3IExwPQuZB7vBGQexwJkXiUDQ92JBzCRdgZ2B4ZuKI+9gYGHgaFeAcLlLGBgfMDADzVqBQMD9wEG/gYGtq1A6blgJesdGEqsGRi4NoB5DxMYGPQLGHgugHjs34EEYwNDNojDwA0S4/vF8BTMmwoi2f6wgbWxBDAUALnn8wJAokEMDA+A1PrTIA77Fhc/ByDN8QnEYwR6HaSGXQDEwwIAFMkpXjVQ2D0AAAAASUVORK5CYII=)numerikus közelítését, ami egy egység négyzet átlójának hossza. A numerikus analízis folytatja ezt a hosszú tradíciót, de nem keres pontos megoldásokat, mert a gyakorlatban lehetetlen ilyeneket adni. A numerikus analízis közelítő megoldásokra törekszik, de úgy, hogy bizonyos elfogadható hibahatáron belül maradjanak.

A lineáris egyenletrendszer olyan többváltozós egyenletrendszer, ahol minden ismeretlen változó elsőfokon (azaz első hatványon) szerepel. Egy *m* egyenletből álló és *n* ismeretlent tartalmazó lineáris egyenletrendszer:

![a_{11}x_{1}+a_{12}x_{2}+\dots+a_{1n}x_{n}=b_{1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQ8AAAASCAMAAAByzqv9AAAAM1BMVEX////R0dFKSkpaWlp+fn67u7uSkpIUFBQLCwsEBASmpqY6OjoAAADo6OhsbGwsLCwgICAQy+TuAAACzUlEQVRYCeVX27btEAyl6JW2//+1JyEqodZu91gPZ4ztYYkpZi5CLaX+fAuj3/58EkQCZiuGvxp8gUK95Hip/jgs7fVj3a7i2Z15PvGS46X6Yz/s/Fi1r/gN515yvFTv+17NbNX1oQdj3VgpwTAMg1W72dsZQCrnvsFxa4eBD03+4DgjJHHZd2MK7Cat3DwUgKSwBzUNbvRrMwWAdO4bHHdWBPbMJKTjo+OCEgfOn0GZK369YLxzWx9DgKg35R7Uxzc4Gj8bQOSja1KpvuOGt8y/zxDouuThNoHkPGBKG4codSgvlCaCcFa5FdsUf6l0Gg5tDHqlGEeGehwR7/w8MVmWMqMF7Euw50pZn+P2uP87JsXaCeOjDiRKk4AglbGJfNQcAUxEysLBoVsOtNdrD0zKpWl/JdYZBY/f8WGmuFeP6TzS8TnTflNXYoKDQ5VwkfLibThWyLaie4fywqFMwjky9qHn6o1JuS5vhkQVPy75GkivjwmLBIOMfuK5wPk6H0csJST9IR+owjkgx/mVkzkYhNrYeIAJ+fjL1Ru3w3isds+fCTIqwQ457p1b8EkWg1zgnFu/aqwano/Ru7AAP1zWZQbF1Lhz6oZDDVBykiNCeT32gkMvdMW3Aq0R6rXJXZ3gLMbGjBaQKO46vE7P+PaN4dtjHNxmsBJkPqZx0+c64HG6ZqKcgCJCPlsOi4Sj4IgQXyYCbNNwIbRGqNcmg4JPgsOXJjNaQG62ksdtPNJfgVQOAa8GETXhiOVrgyqnUAnnVMPhjNJQgoFxEFQoZH0wvCN+NrnC9B5LjBktYIcT4eg8Cm2QKfwGv1FNGUWWqsXF+Nwd5b+kG6jLUVHSsKseTeITc3ZjPN3X+lvwmq2FKm5rlgNIqePKNxCfZnLS1IuHxmC4XltIzP9+QM6dUIrwCJA8t6BUuUbPg7yW/M9CLAxZHXAU0OMa/BTFP1LtG0CK64m/AAAAAElFTkSuQmCC)

![a_{21}x_{1}+a_{22}x_{2}+\dots+a_{2n}x_{n}=b_{2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARAAAAASBAMAAABhm5yZAAAAMFBMVEX///8AAACenp5AQEB0dHRiYmJQUFAiIiLMzMy2trYWFhbm5uYMDAyKioowMDAEBATXOzCKAAACzklEQVRIDcWUTWgTQRTH/0nztZ0kTaxCShBapfcc6kmE+BE8CGWlxh4iGBUVPAU81N42WNBDkS3WgzcvfrAXt2IFKdoiFBQvShHxZA85iCcvggiC8+ZjZ+m6jV7sO8z+573fm/nvZLLATseN4Z12oPffq0X8048vqUoMwfo2GsCqGh2nOnGFIB9DZAOgv0iv9Wditgk1xhD/YiRbU+slJ5ptvbTVOHhqU08AtU1/wrRIpY3sb5w2pcWp5UkzC1SiOemLyXF06zo7h5lURU8CI/0J0yKVMpLq5HYHpVw92znsqOmAR/GQZgvt1CY9rQoSDgkKGw/gSkmjPJH+hOlQShlZcGBeK43BthUhgTNIliid7WAMyeYs8AXwsYunig4VeEgjATE+7UpC4CFCyPCgjMzQHtRFwZAY5Y9IXEWqREzCxmUsY8H/8IMzZK5w1iH6q+f99DzuRRMrNv3TiCA8TBBuouh5j+Wx70Gmw0SXqI4ZJqR+ofiWmK6L+2wMiVGQkcw9/s5DDlcU3AUPTewr0XkRIXBRk4SQ4UGeSG4Eg/YT0SWKV/ipqDB3hFUxdJ6Yrs9GUhaWHDLiDrZZPWJEEy6rSELgYsntjVSx5NZ51/JsowaL37+nbHpxSpuRT1bCZ59WzruZ6l3gAriRQmXeTmOrEUNkaoogXIQ0wr7zyarN7wEJHuqOvMG55y4ytfo6Snh/cx12Km8nJBKMj9grfs7c6ETrko1CjYzkeid6rYgRQ2xognAR2xu53Xh2EdjAyrfcGm4de9nw2SrmAwtSXD/qEqNinF8NuiMittwRmeRE0ta/MeEipBGpQ6M6EZHhXYVOuq2qHxH6xAUdwcpW64X7ByObAQki7qx8kgmBCxkiDMs/AKEJ7xqw83MqcwCv66GiksHK3XIZ48PvZDp58lAU5USuXC7JAuF/G9SVdYpHFH8NvdFIq1k5Uvr/id94dr3VpUpE1wAAAABJRU5ErkJggg==)

![\vdots](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAPBAMAAADTxGj3AAAAElBMVEX///8EBAR0dHQMDAzm5uYAAABDRqZHAAAAAXRSTlMAQObYZgAAABRJREFUCB1jcFZgcFRgQAOYgmARADMkAk1YG7ZrAAAAAElFTkSuQmCC)

![a_{m1}x_{1}+a_{m2}x_{2}+\dots+a_{mn}x_{n}=b_{m}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAASUAAAASCAMAAAAqsTjkAAAAM1BMVEX////R0dFKSkpaWlp+fn67u7uSkpIUFBQLCwsEBASmpqY6OjoAAADo6OhsbGwsLCwgICAQy+TuAAAC90lEQVRYCe1X25aDIAwMcvGK+v9fuwmgJjTSutvH5ZxtYUhnyBijC/A/KgdiWOYK+l8qDgxOAX8PfY/tIdPD8GcZmsU8+8Gb6P3N/ufbD5kehn9+Dop0w7P4d9HfO+xDpofh7/KQ+7PalkxnnQ8y8lrFrnOw2vVCrll92CZTiwhqpktDnVXhTV0kaEq/CIzram2N+t6AH7oaLuu4Rug7H5ZJCagO22RqEv3NpaYuHrstXefllz2CrfwwI+U/3NVSFwH2GfwHtdRmahL9yaW2LiZ3L235KHatA6Y8jdK8uce1X3BHDGN9WtPnWCw8MIT8RKNPn0eV6UzGWjolMKIDygIKU9rQPxRhXZf9nEkz9G6KNYEdfJHbC1XJSlbx4Vx/JH9ayLFsj3RJZYqoebCXa8EhvGrPXFLCVV2eDM5fy6AKOJdxodeMTj7npoWc3qrbEKH9dOlIkmOZVPQlnWmii1KaWiHiUOZB5mPy2TcP13UrnisHscFvuNJT8ttSL59z6ch0T60xbJMLsw9ravCXS1sqQWK/sKzFDws3THgRjte0g4hBx5kF0wHef/NwXTdlkzMhmiJdoaoAXVY/GmnHiE3DLZNxDnasKKq3dE9mR8Li44iu4ZMOR9MluGOCDnklUYL4GXnaYMZS2q+T8hsRruqusOOxUyZMmqFcXcypee8OpB1uC52f7QwRsIVH7O0+3ZPFpT7MZp86ui3fuXTH5KgWgyBKUKIsHyLtV3NORAtXdVM2ORMmzVCuLuZhDhuWSmVHpAZELkx4VLdBeVcodRPTTqFp1xLoTN6CwX+MOFGB2OGESwy/mcpwVZeyWXNNMmmG3lDjSXNHlnac0fTC2WEPGwx1+doRCqsxitMGZ6K3+iD/fVSgOyaNHbGbcK5L88GH1CkuFh299tmMkzF4x7Khvz4EcHbcUEYMDRMB54IxmXHBce7QRIHE/u8XTDdnMp0P6kKa8ntBVUVOxgLI9mR95T8L+XD6PaYPBUsY19Uz0VFVhZH9AEj3HgQhXR6UAAAAAElFTkSuQmCC)

Itt az *x*-ek az ismeretlenek, az *a*-k az ismeretlenek együtthatói, és a *b*-k az egyenletek konstansai. A lineáris egyenletrendszert felírhatjuk mátrix és vektorok kombinációjaként, melynek mátrixa egy olyan *m*×*n*-es mátrix, amely a lineáris egyenletrendszer együtthatóit tartalmazza. Az előbbi egyenletrendszer mátrixa:

![A=
\begin{bmatrix}
a_{11}&a_{12}&\dots&a_{1n}\\
a_{21}&a_{22}&\dots&a_{2n}\\
\vdots&\vdots&\ddots&\vdots\\
a_{m1}&a_{m2}&\dots&a_{mn}
\end{bmatrix}
](data:image/png;base64,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)

Ha bevezetjük a ![\vec{b} = \begin{pmatrix}b_{1} \\ b_{2} \\ \vdots \\ b_{m} \\\end{pmatrix}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFYAAABtCAMAAAAMNWarAAAAPFBMVEX///8eHh4TExNYWFgREREEBARQUFAwMDB0dHQMDAxAQECenp7m5uYWFhYiIiK2traKiopiYmLMzMwAAADHYhhbAAAAAXRSTlMAQObYZgAABIxJREFUaAXtWtl25iAIziz+2cxifP93HTSLgGilmbmbnNNWET8JIgFs16mf2clT5o9Mb6Me5igwLnthoIU8DiWu8oKlGYn+WVKbt2pjnJf2N79RAumZ4psQtryzrBftWP2UDTtvM1oLYfdpv7ywQyZfqgV2vIXtuk2S7Hvi7n5+Fnfj00wNK2gmjZZai0kjq/i+vfQOaZLY2jw6SN65oc92aPaFMygCnsQJbVhcYugzbiPpJuMiBDwlqnb2ZDx0pqphZ+xAmLEOomqHANsnm+NMEkpGm5AddCZYbT92u2Oux2u1MKJXtnHHTdhCBrugDcgkEwiHR17GhiV2EyyBwX68zjEMxNSXo7NjPBwMdve5eQhCPqSJOIFjGqbTmTFYq1TuWDAdBtt53UHzaMeeV8h12y3YYDCj2D48cgiJY3Z+oh6yV+3Z7pNTTKhC60O2VmAgJNe6w0Pr+hF+wkeXLMg6s8oU1laVHaW9Zcuf3YWYrchyEq0K1jTbjdd4BV84Dbnc7Zwwl8kgxgnnEu3v1XWgMfbhKup6LI7kbwb7S2HFOCHOG1ttBrgzsxHjhAi7KGA3bjZynBBwF8VHPYOV44S3sKU4AXB/+18Bvenh0pbiBAB7A3vHCbNzK4uk3+j2ihMshFzc1DAsCU0EtTAl3HFCDJeYt8Cwjn45MuAMFjhCnAAKsMy1RNhtjc/CDhHHZbBdihO6D4t0kbR2SXE2R4x9DpvihJ2h4uNwsN3MoDnswxByVeotkLQPV6lRgt2ctTuVKcJWHCdeogALHggezPj4hCb3WIClgGfvVAK3Zokz2DyTSWYL1PPwlh0nnqmA/RkdY9lxfhP2VELZcb6BpY5zWtJDQjmFEqK0Fcf5RtrbcWIMoa2V9k6wBChMUsLejvOC+Fu6RQkWFi5rK6XFjjPDQgQtbHKcCCRvamFzBJGigH3zQY9rW7HwdfoEUbiMKEprjVRCOX1ChiASRFiRE3/LZAZE/Q8LyhCVIFvC6y37bwnI+mjztW4p3N37R7A/3iRQQbb3BpZlkSfsW1cjwt7apH81ySnA0uCYQuGeJpXOE3+MRNqaxJ+XKQgQ7WjKFABLQ3kKhXvtnDDLKGC/yh2REM0aU+wCwP+j8trUeiQ3VTEQCqpIJZVmc+k0YmDuai7XvH6Epe9WyeWatXW+MU7MarncysoLFX2FoRGVDWq5nGl2HnHBHr14JZezcg29KPOAys2VXG5uLXZfC22p5k1zOSqIU5QC40zz3BDUcrkVbQFdsNDrH2dTy+WUqoVC0nN8K7nc1noYk+y3clkulxig9dFZbZh737beuZyFOuDgJvhJN6rjswFktVpnvjf5KoIN3Qgf9GDOD9aBrLAGRcbMdb935XLWAtwBd4/zc+/30dpBwHds0g4lhwH85eTuj73RXe1dQrMb/Ql00AcdhMJoePbHBs9+4292o7/Ct3ABQdfhKiWi/whoRDzZ4hVsccbMlFRk5AN71euNjd8ljgrvW9mT4bGzfN4XFGuKFdnK0BegMDwX78j7dNa+hsk4eHH5ZphJ3eym/tW/fwDfgTfwcsEP8AAAAABJRU5ErkJggg==)és az ![\vec{x} = \begin{pmatrix}x_{1} \\ x_{2} \\ \vdots \\ x_{n} \\\end{pmatrix}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFcAAABtCAMAAADj9w2VAAAAPFBMVEX///8eHh4TExNYWFgREREEBAQMDAxQUFAwMDBAQEB0dHSenp7m5uYWFhYiIiK2traKiopiYmLMzMwAAABKi7FJAAAAAXRSTlMAQObYZgAABDBJREFUaAXtWsmC5CAIdZasmsX4//86mkRFBQsr6dvk0FGEJ0GkQUuIbx6pMSk5YNQG2tEdKPeyo2Q2sZ9xVmo+nLugDktBugn0CCUB6JvZQC9tdsSXpFx4b1lxuqNqo+jB+shu8EW7pLqpLk2P9hV1Hyi8G0nPKYQyXyq8dDVYIcbvLLyZsKm2WU9Kz2M6jzToXkyZyt4UVu2wLrWuYg6Em7nrS6nPlCjl1Fqs8rkzTxX3JvFlNINz1LCGY/Q9wELCFANTQHJD0lwMu4aByHxhiP5GuvDOcHBuMIi75Ba/mGt/DxNDjrWrM686IwLEHUxzkJij19vtfPR27S6vgri7yVyvpuk1NpkQuY9xntU46yvOQFzVbuCe8iGIK0zzljPJsoHvS3CXxGkAF9U8DB4cpDZTMJALEY0Lt5tqjPTqDHF1Pan+1ryVnnnTx7mmuIsjsWzJVodYeYY7yOUtdTgpS3RfguMkq1bcjulApjFCGGpbZNpz+bwYVw/ud9241m68rKPnrYNX164zF7dpw7H9Z+H5o9d34/rP0va/PsPF8wenxCNcKn+wuH/NH/+NnHeqL5U/PMV1rnHvP6n1CtOTR3awsHf+oKzqG3TBp7h3/nDCw9DxCBfkD7apYKh5gpvmD2KA6fQT3DR/2CHsM/+FnunqWhA6Un1jqglFQDv1XzigldqBo6W4GqQAQCg2KVwbj+wT+bwdtvV8FuiCgCs0KdzA4BuJvmqpFlBWho2bxIcDGMhPnL7ZuL8fxcl0Uti77EDHUchr22x9T9wijk5LfJI8rw23Ekcf6QviaIaTd9v0tdK+DsuBsn4zbqzDHNJL9gVxNNMv7zbpm8XRHAv2m3DTOAphinYTbiFNE9i4SXyg8fwIiquQI7M34oPq3MZKnyROpkNYD9UXY/yPe1nlDTtg/vAO7n9/wHzX0d6wL4b9U7i/XsgfXvAztN58Ie6guLh9W+tjkDxjgDetb6uPf+qcwB4QfszpT40bzzUs7sdc9sTl8nlTdmxc3nd5XOb5CnsdPO5PnctNvP25tZ4j2uNYr3rtzTx2jRBMAeb0EZf5gUxzRVzrwKBDNld4FkFywYGeteG6T4UrhDzbI+eAUBGn8AVaJMzgwJos+yTvtDyiusowFHRF2Rf4dFuUPOW6cNFAl30raxGCGmdjDJGHLvvazSvEDncyXvZtvE2Z6iuigYVIyz7PODR7r5MM17ix7FP2ENFezXrcPiyBp3De8l5sUPbNwt3D+Z14AFfkAHqe7roxBGWfUlbDw19qDl94g8PWpdxunVr76+qu+bLw1rj8xcBkzdC7fWKfPTjizc5+lT9xWO1/yXG+TrPqvzaoTtL5T0a4ZGklhAsn7ZUw2Ad3w2Wr1JVcmvkr3/WTqY44GSQHvOSHt/TOmvGNFctnrHg3OZ0OLDIE50B6vfEPspE13jBpUPYAAAAASUVORK5CYII=)jelöléseket, akkor a lineáris egyenletrendszer a következő rövid alakban írható fel:

![A\vec{x}=\vec{b}.](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEAAAAAVBAMAAAAEBPWpAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAASBJREFUKBVjYMAH2PBJguQYD+BTce/duyc/8CkAyrVsIKAgl4A8hnQChghM4C2EIQPjg2m29wtgfJ7fDAy8796982+AiYBp/gMwLtdPMIvDGyYAoe83wPgzvoNZbBdgAhBaFMZlu/ALxkShX8F43AxxQDdMXCFpABOB0B8lLSCMCwxPGBgyGd5xfgPyl7iAwAMgi/c7w2SIggQGIwYGAQZ3BlQ3MAYw7Acr4Fy1yp+BoYEB6FcUwLeAYT5YIIOBYX4DAwP3BxRpBgamAwymYKENDAzngYazOwBNQXZDfwODOkgBDxDf38BwgaWAYwKIDwf9DDwaIE46EOdP4PmWKsAIlwMzWBJaN3AoMiR/OsDA7h/FZjnDUgJVAdvKtQwcigB110M7Wjc9bgAAAABJRU5ErkJggg==)

Az *A* mátrix és az ![\vec{x}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAPBAMAAADNDVhEAAAALVBMVEX///8MDAxQUFAwMDBAQEB0dHSenp7m5uYWFhYiIiK2traKiopiYmLMzMwAAACCJjQWAAAAAXRSTlMAQObYZgAAAFpJREFUCB1jYACBC2CSgeE0kOaaOXNmXwFYgL0NIs67AEKDyaVHaoKBDN4AzglxQH08DBwKXEA+OwNfAlieIQ9CMWgAxYDGMTQxlALpfXdlGA4A6cuhxTFA0wHCXRE0j8s9AAAAAABJRU5ErkJggg==)vektor szorzata formálisan éppen a kívánt egyenleteket adja.

A lineáris és nem lineáris egyenletrendszerek numerikus megoldására vagy azok közelítésére sok algoritmust és módszert dolgoztak ki, és ezeket sokrétűen felhasználják a tudomány szinte minden területén.

A szakdolgozatom témáját keresve találkoztam Dr. Furtenbacher Tiborral és Prof. Dr. Császár Attilával az Eötvös Loránd Tudományegyetem Kémia Intézetének munkatársaival, akik a kvantumkémia egy érdekes ágával, az aktív kísérleti rezgési-forgási energiaszintek vizsgálatával foglalkoznak. Az általuk kitalált MARVEL eljárás nagyméretű, ritka mátrixokkal leírható egyenletrendszerek megoldásának közelítését is magában foglalja.

Ennek az eljárásnak a felületes megismerése adta az irányt a szakdolgozatom témájához. A kiválasztás során viszont motivált az is, hogy egy olyan problémát válasszak, mely átlátható, jól megfogható, és később akár a tanári pályán is tovább fejleszthető.

A probléma két részből állt.

Az első, hogy hogyan ábrázoljuk ezeket a ritka mátrixokat, vektorokat, az alapvető műveleteket hogyan optimalizáljuk ezekre a struktúrákra. Sok megoldást találtam erre, végül egy, a témában íródott szakdolgozat alapján elindulva egy sajátos adatstruktúrát választottam.

A másik a módszerek implementálása ezekre az adattípusokra. Itt a jól megfogalmazott struktúrák miatt már könnyebb volt a dolgom, a nehézséget az adatok összehasonlíthatóságának, az eredmények megjeleníthetőségének megtervezése volt.

II. Felhasználói dokumentáció

A program Windows operációs rendszerre készült JAVA nyelven, így futásához fel kell telepíteni a Java futtató környezetet (JRE). A használatához elengedhetetlen a számítógéphez rendelt billenytyűzet és egér. MEMÓRIA!!!!!!!!

Ha a számítógépünk eleget tesz a követelményeknek, a program telepítés nélkül futtatható az Iteracios\_Modszerek.exe fájlt elinditva (duplán kattintva rá, esetleg parancssorból futtatva).

A program a felhasználó által magadott mátrix és vektor alapján reprezentálható lineáris egyenletrendszer megoldását keresi iterációs módszerekkel, melyekhez több x0 vektorból is kiindulhatunk. Az eredményeket összehasonlíthatjuk a különböző módszereknél, ezekből különböző grafikonokat kérhetünk le.

A program a futása során egy mátrixot, egy b és több x0 vektort képes tárolni, ezekre tudja alkalmazni az iterációs módszereket. Az adatokat megadhatjuk a felületen keresztül, fájlból beolvasva, illetve kérhetünk egy előre definiált tesztadatot, viszont fontos, hogy méretük megegyezzen, azaz ha a mátrix R(n x n)-es, akkor a vektorok is R(n) legyenek. Ezeket az adatokat akár kiírhatjuk fájlba is.

Az alkalmazást leginkább olyan felhasználókra terveztem, akik az iterációs módszereket tanulják, és szeretnének egyszerűen, gyorsan eredményeket elérni, esetleg összehasonlítani őket a nagyméretű környezetben, vagy akár egyéb tudományág problémáihoz felhasználni az eredményeket. Érdekes lehet esetleg a tanároknak is, akik ezzel a programmal reprezentálhatják a módszereket.

MENÜ LEÍRÁSA

    MENÜPONTOK LEÍRÁSA

Az alkalmazás egy főablakból áll, az ablak felső sorában egy menü helyzekedik el. Az elemeire kattintva legördülő menüben jelennek meg a menüpontok. Ez alatt jelenik meg a program megjelenítő felülete, melyen a megnyitáskor egy üdvözlő képernyő köszönt bennünket. Itt jelennek meg később a különböző panelek, melyeket a beolvasáshoz és kiíráshoz használ az alkalmazás.

A fájl menüben találhatóak az alapvető funkciók, melyek nem kötődnek közvetlenül a módszerekhez. Az első menüpont az “Új folyamat”, ami törli az alkalmazásból az addig betöltött adatokat, és visszatér az üdvözlő képernyőre.

A fájl menü “Beolvasás” pontja alatt három alpontot is találunk, melyek megnyitják a különböző adatbekérő paneleket.

**Értékek megadásával**

A mátrixot és a vektorokat megadhatjuk a felületen keresztül. Először a legördülő menüből kiválasztjuk, hogy milyen adatot kívánunk megadni. Megadhatjuk a mátrixot vagy a vektorok közül a b jobboldali vektort, vagy az x0 kezdővektorok egyikét. A „Folytatás” gombra kattintva elérhetővé válik a méret megadására szolgáló mező.

*Mátrix megadása*

Egy négyzetes mátrixot szeretnénk megadni, a méret mezőbe az értéket írjuk. Ez után a „Hozzáad” gombra kattintva folytathatjuk tovább az értékek megadásával.

A sor és az oszlop mezőbe szintén természetes számok adhatóak csak meg, melyek 1 és n között vannak. Az érték mezőbe bármilyen valós számot megadhatunk (csak a 0-tól különböző értékűeket menti a program), az egész és a tizedes számokat ponttal elválasztva. A „Hozzáad” gombra nyomva menthetjük az adott sorhoz és oszlophoz tartozó értéket.

Ha már megadtuk az összes nem 0 elemet, a „Kész” gombra nyomva tárolhatjuk el a mátrixot. Ha nem adunk meg egy értéket sem, akkor olyan mátrix kerül tárolásra, melynek minden értéke 0.

*Vektor megadása*

Egy vektort szeretnénk megadni, a méret mezőbe az értéket írjuk. Ez után a „Hozzáad” gombra kattintva folytathatjuk tovább az értékek megadásával.

A sor mezőbe szintén természetes számok adhatóak csak meg, melyek 1 és n között vannak. Az érték mezőbe bármilyen valós számot megadhatunk (csak a 0-tól különböző értékűeket menti a program), az egész és a tizedes számokat ponttal elválasztva. A „Hozzáad” gombra nyomva menthetjük az adott sorhoz tartozó értéket.

Ha már megadtuk az összes nem 0 elemet, a „Kész” gombra nyomva tárolhatjuk el a vektort. Ha nem adunk meg egy értéket sem, akkor olyan vektor kerül tárolásra, melynek minden értéke 0.

**Fájlból beolvasással**

2KÉPegyben a folyamatról

A mátrixot és a vektorokat megadhatjuk úgy, hogy az értékeit fájlból olvassuk be. Először a legördülő menüből kiválasztjuk, hogy milyen adatot kívánunk megadni. Megadhatjuk a mátrixot vagy a vektorok közül a b jobboldali vektort vagy az x0 kezdővektorok egyikét. A „Beolvasás” gombra kattintva megjelenik a fájlkereső ablak, mellyel kiválaszthatjuk az állományaink között a beolvasandó fájlt.

A program által értelmezhető fájl szöveges formátumú (.txt kiterjesztésű), és a felépítése a következő:

* Vektor megadása esetén az első sorba a vektor méretét várja a program. A következő sorokban az elemek sorának számát, majd vesszővel elválasztva az elemek értékét kell írni. Fontos, hogy a fájl végén legyen egy üres sor. Például:

120

10,1.2

11,0.42

…stb

* Mátrix megadása esetén az első sorba a mátrix méretét várja a program. A következő sorokban az elemek sorának, oszlopának számát, majd az elemek értékét kell írni vesszővel elválasztva. Fontos, hogy a fájl végén legyen egy üres sor. Például:

120

10,10,1.2

11,11,0.42

…stb

**Tesztadat betöltése**

Ha nem konkrét problémát szeretnénk megoldani, csak esetleg a program működését megfigyelni, akkor az alkalmazásba betölthető egy előkészített adat együttes. Ekkor nem jelenik meg új képernyő, az program csak egy felugró ablakkal jelzi, hogy a folyamat lezajlott.

Az aktuális

Módszerek

A “Módszerek kipróbálása” menüpont rejti a program lényegi részét.

KÉPAFILTERPANELRŐL

Ha betöltöttünk mátrixot, a kezdő- és jobboldali vektort, és ezek nagysága megegyezik, akkor lehet elkezdeni a folyamatot. A megjelenő képernyőn (szűrőpanel) láthatóak a módszerekre vonatkozó információkat bekérő mezők.

Az első kérdés, hogy hány lépést futtasson a program az adott módszer segítségével. Az alatta lévő lenyíló menüben lehet kiválasztani a betöltött kezdővektorok közül a nekünk kellőt. A képernyő jobb oldalán a módszereket úgy választhatjuk ki, ha nevükre, vagy az előttük lévő jelölőnégyzetre kattintunk. Az összes a megjelölt módszereket fogja futtatni a program, és az azokra vonatkozó eredményeket jeleníti meg.

A “Módszer(ek) indítása” gombra kattintva lép működésbe a program, rövid időn belül megjelennek az előző szűrőpanel alatt a módszerek eredményei (eredménypanelek).

KÉP

**A módszerek leírása**

Általános leírás a klasszikus iterációkról

A program a használt módszerekből adódóan felteszi, hogy az együtthatómátrix négyzetes, a determinánsa nullától különböző. Ekkor az egyértelmű megoldást jelölje x\*. Az iterációs módszerek általában olyan konvergens sorozatokat konstruálnak, melyek határértéke az egyenlet megoldása. Az

iterációt az A \* x = b egyenletrendszerrel konzisztensnek hívjuk, ha

(Az x\* vektor az egyenletrendszer megoldása.)

Tegyük fel, hogy az A együtthatómátrixot előállítottuk A = S – T alakban, ahol S reguláris mátrix. Ekkor a

egyenlőséget S inverzével balról szorozva, ma jd x-et kifejezve

Ezen egyenlőség miatt az

iteráció konzisztens az egyenletrendszerrel.

Az S mátrixot prekondicionálási mátrixnak hívjuk. Ez a mátrix határozza meg, hogy mennyire nehéz vagy könnyű az iteráció végrehajtása. Megválasztását két, egymással ellentétes követelmény határozza meg. Egyrészt könnyen invertálhatónak kell lennie, hiszen az iterációhoz szükség van a mátrix inverzére, másrészt a

egyenlőség miatt jó lenne, ha S "közel lenne A-hoz", hiszen akkor a B mátrix spektrálsugara jóval kisebb lehetne, mint 1, ami gyors konvergenciát eredményezne.

Az implementált módszerek közül a két klasszikus iteráció (Jacobi és Gauss-Seidel) alapjai az előzőekben taglaltak. Mindkét esetben a mátrixot A = D - L - U is írjuk fel, ahol D a diagonális elemek, L a diagonális alatti elemek -1-szereseinek, míg U a diagonális feletti elemek -1-szereseinek mátrixa. Feltesszük, hogy D főátlójának (azaz A főátlójának) egyik eleme sem nulla. Ez mindig elérhető az egyenletek megfelelő átrendezésével.

*Jacobi-iteráció*

Az S = D és T = U + L választással konstruált

iterációt ( tetszőleges kezdővektor) Jacobi-iterációnak nevezzük. Az iterációt vektorkomponensenként kiírva az

iterációt nyerjük.

*Gauss-Seidel-iteráció*

Az S = D + L és T = U választású

iterációt (x0 tetszőleges kezd®vektor) Gauss-Seidel-iterációnak nevezzük. Hogy lássuk az iteráció Jacobi-iterációval való kapcsolatát, alakítsuk át az iterációs képletet. Szorozzunk először balról a (D-L) mátrixszal, majd adjunk hozzá mindkét oldalhoz -et, és végül szorozzunk D inverzével. A fenti ekvivalens átalakítások után az

iterációt nyerjük. Látható, hogy a Jacobi-iterációhoz kép est csak annyi a különbség, hogy a tag helyett a Gauss-Seidel-iterációban szerepel. Látszólag ez az iteráció nem explicit, hiszen a jobb oldalon is szerep el az vektor, de mivel szigorú (a főátlóban nullák szerepelnek) alsó háromszögmátrix, így mégis egyszerűen meghatározható. Az vektor első elemének meghatározásához nincs szükség az vektorra. A második elem meghatározásához pedig csak a korábban meghatározott első elemre van szükség, stb. Még jobban látszik a kapcsolat a két iteráció között, ha a Gauss-Seidel-iteráció utóbbi alakját komponensenként is kiírjuk:

(i = 1,..., n). Ha összevetjük ezt a Jacobi-iteráció képletével, akkor látható, hogy a Jacobi-iteráció az vektor komponenseinek meghatározásához csak az vektort használja, míg a Gauss-Seidel-módszer az vektor i-edik elemének meghatározásához felhasználja a vektor korábban kiszámolt j = 1,…,i-1 indexű elemeit ( megfelelő elemei helyett)

Általános leírás a variációs módszerekről

A lineáris egyenletrendszerek megoldásának egy másik iterációs megoldási lehetősége szimmetrikus, pozitív definit mátrixokra. Az alap ötlet az, hogy megadunk egy többváltozós függvényt, melynek abszolút minimumhelye az egyenletrendszer megoldása. Ezt a minimumhelyet keressük meg egy megfelelő iterációs eljárással.

Legyen tehát szimmetrikus, pozitív definit mátrix, és tekintsük a

n-változós függvényt. Az összeszorzott mátrixok mérete szerint a jobb oldali kifejezés valóban egy valós számot (egy (1x1) -es mátrixot) rendel minden vektorhoz. Ennek a függvénynek egyetlen abszolút minimumhelye van az halmazon és ez pontosan az A \* x = b egyenletrendszer megoldása.

*Gradient-módszer*

A Gradiens-módszernél egy x pontból, ahol a maradékvektorm az er vektor irányába az pontba lépünk tovább. Innét pedig az itteni

maradékvektor irányában keressük a következő iránymenti minimumot. Az

egyenlőség miatt látható, hogy az iteráció során az egymás utáni keresési irányok merőlegesek egymásra.

A módszer algoritmusa:

*Konjugált Gradiens-módszer*

Természetesen vetődik fel az a kérdés, hogy a keresési irányok másfajta megválasztásával nem lehetne-e gyorsítani valahogy a konvergenciát. Induljunk ki abból az állításból, hogy az pontbeli keresési irány (a Gradiensvektor (-1)-szerese) merőleges az pontbeli maradékvektorra.

Ebből a képletből látható, hogy az pontból az megoldásba vezető vektor teljesíti a feltételt. Az egyszerűbb megfogalmazás kedvéért vezessük b e az alábbi fogalmat.

Definíció:

Legyen adva egy szimmetrikus pozitív definit mátrix. Azt mondjuk, hogy az x és y vektorok *A-konjugáltak (vagy A ortogonálisak),* ha *.*

Vegyük észre, hogy ha A az egységmátrix, akkor az A-ortogonalitás pontosan a hagyományos skaláris szorzatbeli ortogonalitást jelenti.

A defníció segítségével tehát mondhatjuk, hogy a keresési irányt úgy kell egválasztanunk, hogy az legyen A-ortogonális a keresési irányra. Rögtön látjuk, hogy ez lehetséges az megoldás ismerete nélkül is. Keressük

alakban a második keresési irányt. Az A-ortogonalitási feltételt felhasználva ekkor

Továbbá,

Így

Tehát a módszer algoritmusa a következő:

Az eredménypaneleken megjelenő adatok

Az első grafikonon látható a tapasztalati kontrakciós együttható, míg a másodikon a rezidumvektor normájának változása. Az ezeken ábrázolt eredmények nem láthatóak mindig pontosan. Ha egy oszlop fölé visszük az egeret, a program megjeleníti a konkrét értéket.

A diagramon ábrázolt eredményeket kétféle módon is exportálhatjuk. A kirajzolt képet lementhetjük JPEG fájlba (“Kép mentése” gomb), mely 1200X1200 pixel méretű, de az értékek így sem látszanak pontosan. A másik lehetőség, hogy a megjelenített grafikon pontos értékeit egy txt fájlba írjuk (“Adatok mentése” gomb). Az exportált adat formátuma:

“DÁTUM”-n exportált “MÓDSZER NEVE” számolt “EGYÜTTHATÓ/REZIDUMVEKTOR” változása:

Iterációs lépés száma: “MELYBEN AZ ÉRTÉKET SZÁMOLTUK”; “EGYÜTTHATÓ/REZIDUMVEKTOR” értéke : “ÉRTÉK”

Iterációs lépés száma: “MELYBEN AZ ÉRTÉKET SZÁMOLTUK”; “EGYÜTTHATÓ/REZIDUMVEKTOR” értéke : “ÉRTÉK”

Például:

“2014-05-15-n exportált Jacobi iterációval számolt Tapasztalati kontrakciós együttható változása:

Iterációs lépés száma: 3; Együttható értéke: 0.2581495930773764

Iterációs lépés száma: 4; Együttható értéke: 0.26954823316059784 … “

A diagramok mellet található a már ismert vektorpanel, melyen az iteráció eredményét látjuk. Ezt exportálhatjuk egy fájlba az “Az eredményvektor exportálása” gambbal, mely a “Fájl”-> “Mentés fájlba” menüpontban megismert formátumhoz hasonlóan fog kiíródni.

Az ereményvektor alatt látható, hogy a módszer hány lépést használt az előre megadott maximumból. Ez akkor lehet kevesebb, ha a program előbb leállítja az iterációt, mert vagy megtalálta, vagy biztosan konvergál a megoldáshoz a módszer (q>5).

A panelen lehetőség van még az iteráció folytatására, azaz a szűrőpanelen megadott lépésszámban újra futtatni az adott iterációt az  eredményvektorral, mint kezdővektorral. Ekkor a grafikonokon az új adatok láthatóak, az új xn is látszik, a használt lépések pedig hozzáadódnak az eddigiekhez.

Lehetőség van még az eredményvektor eltárolására az aktuális kezdővektorok között. Ez akkor lehet hasznos, ha egy módszer eredményvektorából szeretnénk indítani egy másik iterációt. Ahogy a program is figyelmeztet rá, ha használni szeretnénk ezt a vektort, újra kell töltenünk a panelt (“Módszerek” menü -> “Módszerek kipróbálása” gombbal).