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# **Abstract**

Maximum likelihood estimation (MLE) is a popular method for parameter estimation in both applied probability and statistics but MLE cannot solve the problem of incomplete data or hidden data because it is impossible to maximize likelihood function from hidden data. Expectation maximum (EM) algorithm is a powerful mathematical tool for solving this problem if there is a relationship between hidden data and observed data. Such hinting relationship is specified by a mapping from hidden data to observed data or by a joint probability between hidden data and observed data. In other words, the relationship helps us know hidden data by surveying observed data. The essential ideology of EM is to maximize the expectation of likelihood function over observed data based on the hinting relationship instead of maximizing directly the likelihood function of hidden data. Pioneers in EM algorithm proved its convergence. As a result, EM algorithm produces parameter estimators as well as MLE does. This tutorial aims to provide explanations of EM algorithm in order to help researchers comprehend it. Moreover some improvements of EM algorithm are also proposed in the tutorial such as combination of EM and third-order convergence Newton-Raphson process, combination of EM and gradient descent method, and combination of EM and particle swarm optimization (PSO) algorithm.
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# **1. Introduction**

Literature of expectation maximization (EM) algorithm in this tutorial is mainly extracted from the preeminent article “Maximum Likelihood from Incomplete Data via the EM Algorithm” by Arthur P. Dempster, Nan M. Laird, and Donald B. Rubin (Dempster, Laird, & Rubin, 1977). For convenience, let **DLR** be reference to such three authors.

We begin a review of EM algorithm with some basic concepts. Before discussing main subjects, there are some conventions. For example, if there is no additional explanation, variables are often denoted by letters such as *x*, *y*, *z*, *X*, *Y*, and *Z* whereas values and constants are often denoted by letters such as *a*, *b*, *c*, *A*, *B*, and *C*. Parameters are often denoted as Greek letters such as *α*, *β*, *γ*, Θ, Φ, and Ψ. Uppercase letters often denote vectors and matrices (multivariate quantities) whereas lowercase letters often denote scalars (univariate quantities). Script letters such as and often denote data samples. Bold and uppercase letters such as ***X*** and ***R*** often denote algebraic structures such as spaces, fields, and domains. Moreover, bold and lowercase letters such as ***x***, ***y***, ***z***, ***a***, ***b***, and ***c*** may denote vectors. Bold and uppercase letters such as ***X***, ***Y***, ***Z***, ***A***, ***B***, and ***C*** may denote matrices.

By default, vectors are column vectors although a vector can be column vector or row vector. For example, given two vectors *X* and *Y* and two matrices *A* and *B*:

*X* and *Y* above are column vectors. A row vector is represented as follows:

The number of elements in vector is its dimension. Zero vector is denoted as **0** whose dimension depends on context.

If considering rows and columns, *m*x*n* matrix *A* can be denoted *Am*x*n* or (*aij*)*m*x*n*. Vector is 1-row matrix or 1-column matrix such as *A*1x*n* or *An*x1. Scalar is 1-element vector or 1x1 matrix. A matrix can be considered as a vector whose elements are vectors.

Let (**0**) denote zero matrix whose numbers of rows and columns depend on context. If considering rows and columns, zero matrix can be denoted (0)*m*x*n*.

Matrix *A* is square if *m* = *n*, which can be denoted *An* or (*aij*)*n*. Matrix Λ is diagonal if it is square and its elements outside the main diagonal are zero:

Let *I* be identity matrix or unit matrix, as follows:

Note, *I* is diagonal and its diagonal elements are 1. The row (column) number of identity matrix depends on context, but it can be denoted explicitly as *In*.

Vector addition and matrix addition are defined like numerical addition:

(if *n* = *k*)

Vector and matrix can be multiplied with a scalar.

Let superscript “*T*” denote transposition operator for vector and matrix, as follows:

Transposition operator is linear with addition operator as follows:

Dot product or scalar product of two vectors can be written with transposition operator, as follows:

However, the product *XYT* results out a symmetric matrix as follows:

The length of module of vector *X* in Euclidean space is:

The notation |.| also denotes absolute value of scalar and determinant of square matrix; for example, we have |–1| = 1 and |*A*| which is determinant of given square matrix *A*. Note, determinant is only defined for square matrix. If *A* has nonzero determinant (≠0), there exists its inverse denoted *A*–1 such that:

Where *I* is identity matrix. If matrix *A* has its inverse, *A* is called invertible or non-singular. In general, square matrix *A* is invertible is equivalent to the event that its determinant is nonzero (≠0). There are many documents which guide to calculate inverse of invertible matrix.

Let *A* and *B* be two invertible matrices, we have:

(*AB*)–1 = *B*–1*A*–1

|*A*–1| = |*A*|–1 = 1 / |*A*|

Given invertible matrix *A*, it is called orthogonal matrix if *A*–1 *= AT*, which means *AA*–1 *= A*–1*A* = *AAT* = *ATA* = *I*.

Product (multiplication operator) of two matrices *Am*x*n* and *Bn*x*k* is:

Square matrix *A* is symmetric if *aij* = *aji* for all *i* and *j*. If *A* is symmetric then, *AT* = *A*. If both *A* and *B* are symmetric with the same rows and column then, they are commutative such that *AB* = *BA* with note that the product *AB* and *BA* produces a symmetric matrix. Given invertible matrix *A*, if it is symmetric, its inverse *A*–1 is symmetric too.

Given *N* matrices *Ai* such that their product (multiplication operator) is valid, we have:

Product of matrix and vector is similar to product of matrix and matrix when vector is considered as 1-column matrix or 1-row matrix, which results a vector.

Where .

Where .

Given square matrix *A*, tr(*A*) is trace operator which takes sum of its diagonal elements.

Given invertible matrix *A* (*n* rows and *n* columns), Jordan decomposition theorem (Hardle & Simar, 2013, p. 63) stated that *A* is always decomposed as follows:

Where *U* is orthogonal matrix composed of eigenvectors. Hence, *U* is called eigenvector matrix.

There are *n* column eigenvectors ***u****i* = (*u*11, *u*12,…, *u*1*n*) in *U* and they are mutually orthogonal, ***u****iT****u****j* = 0. Where Λ is diagonal matrix composed of eigenvalues. Hence, Λ is called eigenvalue matrix.

Where *λi* are eigenvalues. When invertible matrix *A* is decomposed according to Jordan decomposition, we call *A* is diagonalized. If *A* can be diagonalized, it is called diagonalizable matrix. Of course, if *A* is invertible, *A* is diagonalizable. There are many documents for matrix diagonalization.

Given two diagonalizable matrices *A* and *B* are equal size (*n*x*n*) then, they are simultaneously diagonalizable (Wikipedia, Commuting matrices, 2017) and hence, there exists an orthogonal eigenvector matrix *U* such that (Wikipedia, Diagonalizable matrix, 2017) (StackExchange, 2013):

Where Γ and Λ are eigenvalue matrices of *A* and *B*, respectively.

Given symmetric matrix *A*, it is positive (negative) definite if and only if *XTAX* > 0 (*XTAX* < 0) for all vector *X*≠**0***T*. It is positive (negative) semi-definite if and only if *XTAX* ≥ 0 (*XTAX* ≤ 0) for all vector *X*. When diagonalizable *A* is diagonalized into *U*Λ*UT*, it is positive (negative) definite if and only if all eigenvalues in Λ are positive (negative). Similarly, it is positive (negative) semi-definite if and only if all eigenvalues in Λ are non-negative (non-positive). If *A* is degraded as a scalar, concepts “positive definite”, “positive semi-definite”, “negative definite”, and “negative semi-definite” becomes concepts “positive”, “non-negative”, “negative”, and “non-positive”, respectively.

Suppose *f*(*X*) is scalar-by-vector function, for instance, *f*: ***R****r* → ***R*** where ***R****r* is *r*-dimensional real vector space. The first-order derivative of *f*(*X*) is gradient vector as follows:

Where is partial first-order derivative of *f* with regard to *xi*. So gradient is row vector. The second-order derivative of *f*(*X*) is called Hessian matrix as follows:

Where

Hence, second-order partial derivatives of *xi* (s) are on diagonal of the Hessian matrix.

Hessian matrix is square matrix. Function *f*(*X*) is called *n*th-order analytic function or *n*th-order smooth function if there is existence and continuity of *k*th-order derivatives of *f*(*X*) where *k* = 1, 2,…, *n*. Function *f*(*X*) is called smooth enough function if *n* is large enough. According to Schwarz’s theorem (Wikipedia, Symmetry of second derivatives, 2018), if *f*(*X*) is second-order smooth function then, its Hessian matrix is symmetric.

When *X* is univariate, gradient vector and Hessian matrix are degraded as scalar values. Without loss of generality, by default, variable *X* in this research is multivariate as vector if there is no additional explanation.

Given *f*(*X*) being second-order smooth function, *f*(*X*) is convex (strictly convex) in domain ***X*** if and only if its Hessian matrix is semi-positive definite (positive definite) in ***X***.Similarly, *f*(*X*) is concave (strictly concave) in domain ***X*** if and only if its Hessian matrix is semi-negative definite (negative definite) in ***X***. Extreme point, optimized point, optimal point, or optimizer *X*\* is minimum point (minimizer) of convex function and is maximum point (maximizer) of concave function.

Given second-order smooth function *f*(*X*), function *f*(*X*) has stationary point *X*\* if its gradient vector at *X*\* is zero, *Df*(*X*\*) = **0***T*. The stationary point *X*\* is local minimum point if Hessian matrix at *X*\* that is *D*2*f*(*X*\*) is positive definite. Otherwise, the stationary point *X*\* is local maximum point if Hessian matrix at *X*\* that is *D*2*f*(*X*\*) is negative definite. If a stationary point *X*\* is neither minimum point nor maximum point, it is saddle point in which *Df*(*X*\*) = **0***T* and *D*2*f*(*X*\*) = (**0**) where (**0**) denotes zero matrix whose all elements are zero. Finding extreme point (minimum point or maximum point) is optimization problem. Therefore, if *f*(*X*) is second-order smooth function and its gradient vector *Df*(*X*) and Hessian matrix *D*2*f*(*X*) and are both determined, the optimization problem is processed by solving the equation created from setting the gradient *Df*(*X*) to be zero (*Df*(*X*)=**0***T*) and then checking if the Hessian matrix *Df*(*X*\*) is positive definite or negative definite where *X*\* is solution of equation *Df*(*X*)=**0***T*. If such equation cannot be solved due to its complexity, there are some popular methods to solve optimization problem such as Newton-Raphson (Burden & Faires, 2011, pp. 67-71) and gradient descent (Ta, 2014).

A short description of Newton-Raphson method is necessary because it is helpful to solve the equation *Df*(*X*)=**0***T* for optimization problem in practice, especially in case that there is no algebraic formula for solution of such equation. Suppose *f*(*X*) is second-order smooth function, according to first-order Taylor series expansion of *Df*(*X*) at *X*=*X*0 with very small residual, we have:

Because *f*(*X*) is second-order smooth function, *D*2*f*(*X*0) is symmetric matrix according to Schwarz’s theorem (Wikipedia, Symmetry of second derivatives, 2018), which implies:

*D*2*f*(*X*0) = (*D*2*f*(*X*0))*T*

So, we have:

We expect that *Df*(*X*) = **0***T* so that *X* is a solution.

It implies:

This means:

Therefore, Newton-Raphson method starts with an arbitrary value of *X*0 as a solution candidate and then goes through some iterations. Suppose at *k*th iteration, the current value is *Xk* and the next value *Xk*+1 is calculated based on following equation:

The value *Xk* is solution of *Df*(*X*)=**0***T* if *Df*(*Xk*)=**0***T* which means that *Xk*+1=*Xk* after some iterations. At that time *Xk*+1 = *Xk* = *X*\* is the local optimized point (local extreme point). So, the terminated condition of Newton-Raphson method is *Df*(*Xk*)=**0***T*. Note, the *X*\* resulted from Newton-Raphson method is local minimum point (local maximum point) if *f*(*X*) is convex function (concave function) in current domain.

Newton-Raphson method computes second-order derivative *D*2*f*(*X*) but gradient descent method (Ta, 2014) does not. This difference is not significant but a short description of gradient descent method is necessary because it is also an important method to solve the optimization problem in case that solving directly the equation *Df*(*X*)=**0***T* is too complicated. Gradient descent method is also iterative method starting with an arbitrary value of *X*0 as a solution candidate. Suppose at *k*thiteration, the next candidate point *Xk*+1 is computed based on the current *Xk* as follows (Ta, 2014):

The direction ***d****k* is called descending direction, which is the opposite of gradient of *f*(*X*). Hence, we have ***d****k* = –*Df*(*Xk*). The value *tk* is the length of the descending direction ***d****k*. The value *tk* is often selected an minimizer (maximizer) of function *g*(*t*) = *f*(*Xk* + *t****d****k*) for minimization (maximization) where *Xk* and ***d****k* are known at *k*thiteration. Alternately, *tk* is selected by some advanced condition such as Barzilai–Borwein condition (Wikipedia, Gradient descent, 2018). After some iterations, point *Xk* converges to the local optimizer *X\** when ***d****k* = **0***T*. At that time is we have *Xk*+1 = *Xk* = *X*\*. So, the terminated condition of Newton-Raphson method is ***d****k*=**0***T*. Note, the *X*\* resulted from gradient descent method is local minimum point (local maximum point) if *f*(*X*) is convex function (concave function) in current domain.

In the case that the optimization problem has some constraints, Lagrange duality (Jia, 2013) is applied to solve this problem. Given first-order smooth function *f*(*X*) and constraints *gi*(*X*) ≤ 0 and *hj*(*X*) = 0, the optimization problem is stated as follows:

A so-called Lagrange function *la*(*X*, *λ*, *μ*) is established as sum of *f*(*X*) and constraints multiplied by Lagrange multipliers *λ* and *μ*. In case of minimization problem, *la*(*X*, *λ*, *μ*) is

In case of maximization problem, *la*(*X*, *λ*, *μ*) is

Where all *λi* ≥ 0. Note, *λ* = (*λ*1, *λ*2,…, *λm*)*T* and *μ* = (*μ*1, *μ*2,…, *μm*)*T* are called Lagrange multipliers and *la*(*X*, *λ*, *μ*) is function of *X*, *λ*, and *μ*. Thus, optimizing *f*(*X*) with subject to constraints *gi*(*X*) ≤ 0 and *hj*(*X*) = 0 is equivalent to optimize *la*(*X*, *λ*, *μ*), which is the reason that this method is called Lagrange duality. Suppose *la*(*X*, *λ*, *μ*) is also first-order smooth function. In case of minimization problem, the gradient of *la*(*X*, *λ*, *μ*) with regard to *X* is

In case of maximization problem, the gradient of *la*(*X*, *λ*, *μ*) with regard to *X* is

According to KKT condition (Wikipedia, Karush–Kuhn–Tucker conditions, 2014), a local optimized point (local extreme point) *X*\* is solution of the following equation system:

The last equation in the KKT system above is called complementary slackness. The main task of KKT problem is to solve the first equation *Dla*(*X*, *λ*, *μ*) = **0***T*. Again some practical methods such as Newton-Raphson method can be used to solve the equation *Dla*(*X*, *λ*, *μ*) = **0***T*. Alternately, gradient descent method can be used to optimize *la*(*X*, *λ*, *μ*) with constraints specified in KKT system.

Let *P*(.) denote probability,

We need to skim some essential probabilistic rules such as additional rule, multiplication rule, total probability rule, and Bayes’ rule. Given two random events (or random variables) *X* and *Y*, additional rule (Montgomery & Runger, 2003, p. 33) and multiplication rule (Montgomery & Runger, 2003, p. 44) are expressed as follows:

Where notations and denote union operator and intersection operator in set theory (Wikipedia, Set (mathematics), 2014). Your attention please, when *X* and *Y* are numerical variables, notations and also denote operators “or” and “and” in theory logic (Rosen, 2012, pp. 1-12). The probability *P*(*X*, *Y*) is known as joint probability. The probability *P*(*X*|*Y*) is called conditional probability of *X* given *Y*:

Conditional probability is base of Bayes’ rule mentioned later.

If *X* and *Y* are mutually exclusive () then, is often denoted as *X*+*Y* and we have:

(Due to *P*(Ø) = 0)

*X* and *Y* are mutually independent if and only if one of three following conditions is satisfied:

When *X* and *Y* are mutually independent, are often denoted as *XY* and we have:

Given a complete set of mutually exclusive events *X*1, *X*2,…, *Xn* such that

The total probability rule (Montgomery & Runger, 2003, p. 44) is specified as follows:

If *X* and *Y* are continuous variables, the total probability rule is re-written in integral form as follows:

Note, *P*(*Y|X*) and *P*(*X*) are continuous functions known as probability density functions mentioned later. The important Bayes’ rule will also be mentioned later.

A variable *X* is called random variable if it conforms a probabilistic distribution which is specified by a probability density function (PDF) or a cumulative distribution function (CDF) (Montgomery & Runger, 2003, p. 64) (Montgomery & Runger, 2003, p. 102) but CDF and PDF have the same meaning and they share interchangeable property when PDF is derivative of CDF; in other words, CDF is integral of PDF. In practical statistics, PDF is used more common than CDF is used and so, PDF is mentioned over the whole report. When *X* is discrete, PDF is degraded as probability of *X*. Note, notation *P*(.) often denotes probability and it can be used to denote PDF but we prefer to use lower case letters such as *f* and *g* to denote PDF. Given a random variable having PDF *f*, we often state that “such variable has distribution *f* or such variable has density function *f*”. Let *F*(*X*) and *f*(*X*) be CDF and PDF, respectively, equation 1.1 is definition of CDF and PDF.

|  |  |
| --- | --- |
|  | (1.1) |

In discrete case, probability at a single point *X*0 is determined as *P*(*X*0) = *f*(*X*0) but in continuous case, probability is determined in an interval [*a*, *b*], (*a*, *b*), [*a*, *b*), or (*a*, *b*] where *a*, *b*, and *X* are real as integral of the PDF in such interval as follows:

Hence, in continuous case, probability at a single point is 0.

Equation 1.1 defines CDF and PDF for univariate random variable and so it is easy to expend it for multivariate variable when *X* is vector. Let *X* = (*x*1, *x*2,…, *xn*)*T* be *n-*dimension random vector, its CDF and PDF are re-defined as follows:

|  |  |
| --- | --- |
| Continuous case:  Discrete case: | (1.2) |

Marginal PDF of partial variable *xi* where *xi* is a component of *X* is the integral of *f*(*X*) over all *xj* except *xi*.

Where,

Joint PDF of *xi* and *xj* is defined as the integral of *f*(*X*) over all *xk* except *xi* and *xj*.

Where,

Conditional PDF of *xi* given *xj* is defined as follows:

Indeed, conditional PDF implies conditional probability.

Given random variable *X* and its PDF *f*(*X*), theoretical expectation *E*(*X*) and theoretical variance *V*(*X*) of *X* are:

|  |  |
| --- | --- |
|  | (1.3) |

|  |  |
| --- | --- |
|  | (1.4) |

Given two random variables *X* and *Y* along with a joint PDF *f*(*X*, *Y*), theoretical covariance of *X* and *Y* is defined as follows:

|  |  |
| --- | --- |
|  | (1.5) |

If the random variables *X* and *Y* are mutually independent given the joint PDF *f*(*X*, *Y*), its covariance is zero, *V*(*X*, *Y*)=0. Note, joint PDF is the PDF having two or more random variables. When *X* and *Y* are multivariate vectors, *V*(*X*, *Y*) is covariance matrix of *X* and *Y* given the joint PDF *f*(*X*, *Y*).

The expectation *E*(*X*) of *X* is often called theoretical mean. When *X* is multivariate vector, *E*(*X*) is mean vector and *V*(*X*) is covariance matrix. Note, covariance matrix is always symmetric and invertible. As usual, *E*(*X*) and *V*(*X*) are often denoted as *μ* and Σ, respectively if they are parameters of PDF. When *X* is univariate, *E*(*X*) and *V*(*X*) are scalars and *V*(*X*) is often denoted *σ*2 (if it is parameter of PDF). For example, if *X* is univariate and follows normal distribution, its PDF is:

If *X* is multivariate and follows multivariate normal distribution, its PDF is:

When *X* = (*x*1, *x*2,…, *xn*)*T* is multivariate, *μ* and Σ have following forms:

Of course, *μ* and Σ are determined by equation 1.3 and equation 1.4, respectively. However, theoretical means and variances of partial variables *xi* can be determined separately. For instance, each *μj* is theoretical mean of partial variable *xj* given marginal PDF .

Each *σij* where *i*≠*j* is theoretical covariance of partial variables *xi* and *xj* given joint PDF .

Each *σii* on diagonal of Σ is theoretical variance of partial variable *xi* given marginal PDF .

Without loss of generality, by default, random variable *X* in this research is multivariate as vector if there is no additional explanation. Followings are some formulas related to theoretical expectation *E*(*X*) and variance *V*(*X*).

Let *a* and *A* be scalar constant and vector constant, respectively, we have:

Given a set of random variables = {*X*1, *X*2,…, *XN*) and *N* scalar constants *ci* (s), we have:

Where *V*(*Xi*, *Xj*) is covariance of *Xi* and *Xj*.

If all *Xi* (s) are mutually independent, then

If all *Xi* (s) are identically distributed, which implies that all *Xi* (s) are represented by the same random variable *X*, then

If all *Xi* (s) are mutually independent and identically distributed (iid), then

Because EM algorithm is essentially an advanced version of maximum likelihood estimation (MLE) method, it is necessary to describe MLE in short. Suppose random variable *X* conforms to a distribution specified by the PDF denoted *f*(*X* | Θ) with parameter Θ. For example, if *X* is vector and follows normal distribution then,

Where *μ* and Σ are theoretical mean vector and covariance matrix, respectively with note that Θ = (*μ*, Σ)*T*. The notation |.| denotes determinant of given matrix and the notation Σ–1 denotes inverse of matrix Σ. Note, Σ is invertible and symmetric. Parameter of normal distribution is theoretical mean and theoretical variance,

But parameters of different distributions may be different from such mean and variance. Anyhow theoretical mean and theoretical variance can be calculated based on parameter Θ.

For example, suppose *X* = (*x*1, *x*2,…, *xn*)*T* follows multinomial distribution of *K* trials, its PDF is:

Where *xj* are integers and Θ = (*p*1, *p*2,…, *pn*)*T* is the set of probabilities such that

Note, *xj* is the number of trials generating nominal value *j*. Obviously, the parameter Θ = (*p*1, *p*2,…, *pn*)*T* does not include theoretical mean *E*(*X*) and theoretical variance *V*(*X*) but *E*(*X*) and *V*(*X*) of multinomial distribution can be calculated based on Θ as follows:

When random variable *X* is considered as an observation, a statistic denoted *τ*(*X*) is function of *X*. For example, *τ*(*X*) = *X*, *τ*(*X*) = *aX* + *A* where *a* is scalar constant and *A* is vector constant, and *τ*(*X*) = *XXT* are statistics of *X*. Statistic *τ*(*X*) can be vector-by-vector functions, for example, *τ*(*X*) = (*X*, *XXT*)*T* is a very popular statistic of *X*.

In practice, if *X* is replaced by sample = {*X*1, *X*2,…, *XN*} including *N* observation *Xi*, a statistic is now function of *Xi* (s), for instance, quantities and *S* defined below are statistics:

For multivariate normal distribution, and *S* are estimates of theoretical mean *μ* and theoretical covariance matrix Σ. They are called sample mean and sample variance, respectively.

Statistic *τ*(*X*) is called sufficient statistic if it has all and only information to estimate parameter Θ. For example, sufficient statistic of normal PDF is *τ*(*X*) = (*X*, *XXT*)*T*. In fact, parameter Θ = (*μ*, Σ)*T* of normal PDF, which includes theoretical mean *μ* and theoretical covariance matrix Σ, is totally determined based on all and only *X* and *XXT* (there is no redundant information in *τ*(*X*)) where *X* is observation considered as random variable, as follows:

Similarly, given *X* = (*x*1, *x*2,…, *xn*)*T*, sufficient statistic of multinomial PDF of *K* trials is *τ*(*X*) = (*x*1, *x*2,…, *xn*)*T* due to:

Given a sample containing observations, purpose of point estimation is to estimate unknown parameter Θ based on such sample. The result of estimation process is the estimate as approximation of unknown Θ. Formula to calculate based on sample is called estimator of Θ. As a convention, estimator of Θ is denoted or where *X* is an observation and is sample including many observations. Actually, or is the same to but the notation or implies that is calculated based on observations. For example, given sample = {*X*1, *X*2,…, *XN*} including *N* observations iid *Xi*, estimator of theoretical mean *μ* of normal distribution is:

As usual, estimator of Θ is determined based on sufficient statistics which in turn are functions of observations where observations are considered as random variables. Estimation methods mentioned in this research are MLE, Maximum A Posteriori (MAP), and EM in which MAP and EM are variants of MLE.

According to viewpoint of Bayesian statistics, parameter Θ is also random variable. Equation 1.6 specifies Bayes’ rule in which *f*(Θ|*ξ*) is called prior PDF (prior distribution) of Θ whereas *f*(Θ|*X*) is called posterior PDF (posterior distribution) of Θ given observation *X*. Note, *ξ* is parameter of the prior *f*(Θ|*ξ*), which is known as second-level parameter. For instance, if the prior *f*(Θ|*ξ*) is multivariate normal PDF, we have *ξ* = (*μ*0, Σ02)*T* which are theoretical mean and theoretical covariance matrix of random variable Θ. Because *ξ* is constant, the prior PDF *f*(Θ|*ξ*) can be denoted *f*(Θ). Please pay attention that the posterior PDF *f*(Θ|*X*) is independent from *ξ*.

|  |  |
| --- | --- |
|  | (1.6) |

In Bayes’ rule, the PDF *f*(*X* | Θ) is called likelihood function. If posterior distribution *f*(Θ|*X*) has the same form of prior distribution *f*(Θ|*ξ*), such posterior distribution and prior distribution are called conjugate distributions (conjugate probabilities) and *f*(Θ|*ξ*) is called conjugate prior (Wikipedia, Conjugate prior, 2018) for likelihood function *f*(*X*|Θ). For example, if prior distribution *f*(Θ|*ξ*) is beta distribution and likelihood function *P*(*X*|Θ) follows binomial distribution then, posterior distribution *f*(Θ|*X*) is beta distribution too and hence, *f*(Θ|*ξ*) and *f*(Θ|*X*) are conjugate distributions. Shortly, whether posterior distribution and prior distribution are conjugate distributions depends on prior distribution and likelihood function. In some research, Θ is also called hypothesis.

When *X* is evaluated as observation, let be estimate of Θ. It is calculated as a maximizer of the posterior PDF *f*(Θ|*X*) given *X*. Here data sample has only one observation *X* as = {*X*}.

Because the prior PDF *f*(Θ|*ξ*) is assumed to be fixed and the value is constant with regard to Θ, we have:

Obviously, MLE method determines as a maximizer of the likelihood function *f*(*X* | Θ) with regard to Θ when *X* is evaluated as observation. It is interesting that the likelihood function *f*(*X*|Θ) is the PDF of *X* with parameter Θ. For convenience, MLE maximizes the natural logarithm of the likelihood function denoted *l*(Θ) instead of maximizing the likelihood function.

|  |  |
| --- | --- |
|  | (1.7) |

Where *l*(Θ) = log(*f*(*X* | Θ)) is called log-likelihood function of Θ. Recall that equation 1.7 implies the optimization problem. Note, *l*(Θ) is function of Θ if *X* is evaluated as observation.

|  |  |
| --- | --- |
|  | (1.8) |

Equation 1.7 is the simple result of MLE for estimating parameter based on observed sample. The notation *l*(Θ|*X*) implies that *l*(Θ) is determined based on *X*. If the log-likelihood function *l*(Θ) is first-order smooth function then, from equation 1.7, the estimate can be solution of the equation created by setting the first-order derivative of *l*(Θ) regarding Θ to be zero. If solving such equation is too complex, some popular methods to solve optimization problem are Newton-Raphson (Burden & Faires, 2011, pp. 67-71), gradient descent (Ta, 2014), and Lagrange duality (Wikipedia, Karush–Kuhn–Tucker conditions, 2014).

For example, suppose *X* = (*x*1, *x*2,…, *xn*)*T* is vector and follows multivariate normal distribution,

Then the log-likelihood function is

Where *μ* and Σ are mean vector and covariance matrix of *f*(*X* | Θ), respectively with note that Θ = (*μ*, Σ)*T*. The notation |.| denotes determinant of given matrix and the notation Σ–1 denotes inverse of matrix Σ. Note, Σ is invertible and symmetric. Because normal PDF is smooth enough function, from equation 1.7, the estimate is solution of the equation created by setting the first-order of *l*(Θ) regarding *μ* and Σ to be zero. The first-order partial derivative of *l*(Θ) with respect to *μ* is (Nguyen, 2015, p. 35):

Setting this partial derivative to be zero, we obtain:

The first-order partial derivative of *l*(Θ) with respect to Σ is:

Due to:

And

Because Bilmes (Bilmes, 1998, p. 5) mentioned:

Where tr(*A*) is trace operator which takes sum of diagonal elements of square matrix, . This implies (Nguyen, 2015, p. 45):

Where Σ is symmetric and invertible matrix. Substituting the estimate into the first-order partial derivative of *l*(Θ) with respect to Σ, we have:

The estimate is the solution of equation formed by setting the first-order partial derivative of *l*(Θ) regarding Σ to zero matrix. Let (**0**) denote zero matrix.

We have:

Finally, MLE results out the estimate for normal distribution given observation *X* as follows:

When then , which implies that the estimate of covariance matrix is arbitrary with constraint that it is symmetric and invertible. This is reasonable because the sample is too small with only one observation *X*. When *X* is replaced by a sample = {*X*1, *X*2,…, *XN*} in which all *Xi* (s) are mutually independent and identically distributed (iid), it is easy to draw the following result by the similar way with equation 1.11.

Here, and are sample mean and sample variance ■

In practice, if *X* is observed as particular *N* observations *X*1, *X*2,…, *XN*. Let = {*X*1, *X*2,…, *XN*} be the observed sample of size *N* in which all *Xi* (s) are iid. The Bayes’ rule specified by equation 1.6 is re-written as follows:

However, the meaning of Bayes’ rule does not change. Because all *Xi* (s) are iid, the likelihood function becomes product of partial likelihood functions as follows:

|  |  |
| --- | --- |
|  | (1.9) |

The log-likelihood function of Θ becomes:

|  |  |
| --- | --- |
|  | (1.10) |

The notation *l*(Θ|) implies that *l*(Θ) is determined based on . We have:

|  |  |
| --- | --- |
|  | (1.11) |

Equation 1.11 is the main result of MLE for estimating parameter based on observed sample. If the log-likelihood function *l*(Θ) is first-order smooth function then, from equation 1.11, the estimate can be solution of the equation created by setting the first-order derivative of *l*(Θ) regarding Θ to be zero. If solving such equation is too complex, some popular methods to solve optimization problem are Newton-Raphson (Burden & Faires, 2011, pp. 67-71), gradient descent (Ta, 2014), and Lagrange duality (Wikipedia, Karush–Kuhn–Tucker conditions, 2014).

For example, suppose each *Xi* = (*xi*1, *xi*2,…, *xin*)*T* is vector and follows multinomial distribution of *K* trials,

Where *xik* are integers and Θ = (*p*1, *p*2,…, *pn*)*T* is the set of probabilities such that

Note, *xik* is the number of trials generating nominal value *k*.

Given sample = {*X*1, *X*2,…, *XN*} in which all *Xi* (s) are iid, according to equation 1.10, the log-likelihood function is

Because there is the constraint , we use Lagrange duality method to maximize *l*(Θ). The Lagrange function *la*(Θ, *λ*) is sum of *l*(Θ) and the constraint as follows:

Note, *λ* is called Lagrange multiplier. Of course, *la*(Θ, *λ*) is function of Θ and *λ*. Because multinomial PDF is smooth enough, the estimate is solution of the equation created by setting the first-order of *la*(Θ) regarding *pj* and *λ* to be zero. The first-order partial derivative of *la*(Θ) with respect to *pj* is:

Setting this partial derivative to be zero, we obtain following equation:

Summing this equation over *n* variables *pj*, we obtain:

Due to

We have

Substitute *λ* = *nN* into equation

We get the estimate as follows:

Quality of estimation is measured by mean and variance of the estimate . The mean of is:

|  |  |
| --- | --- |
|  | (1.12) |

The notation implies the formulation to calculate , which is resulted from MLE, MAP, or EM. Hence, is considered as function of *X* in the integral . The is unbiased estimate if . Otherwise, if then, is biased estimate. As usual, unbiased estimate is better than biased estimate. The condition is the criterion to check if an estimate is unbiased, which is applied for all estimation methods.

The variance of is:

|  |  |
| --- | --- |
|  | (1.13) |

The smaller the variance , the better the is.

For example, given multivariate normal distribution and given sample = {*X*1, *X*2,…, *XN*} where all *Xi* (s) are iid, the estimate from MLE is:

Due to:

Then is unbiased estimate. We also have:

(Due to )

(Due to )

(Let *X* be random variable representing all iid *Xi* (s))

(Due to and the variance )

It is necessary to calculate the variance . In fact, we have:

Therefore, we have:

Hence, we conclude that is biased estimate because of ■

Without loss of generality, suppose parameter Θ is vector, the second-order derivative of the log-likelihood function *l*(Θ) is called likelihood Hessian matrix (Zivot, 2009, p. 7) denoted *S*(Θ).

|  |  |
| --- | --- |
|  | (1.14) |

Suppose Θ = (*θ*1, *θ*2,…, *θr*)*T* where there are *r* partial parameters *θk*, equation 1.14 is expended as follows:

Where,

The notation *l*(Θ|*X*) implies that *l*(Θ) is determined based on *X*, according to equation 1.8. The notation *S*(Θ|*X*) implies *S*(Θ) is calculated based on *X*. If sample replaces *X* then,

|  |  |
| --- | --- |
|  | (1.15) |

Where = {*X*1, *X*2,…, *XN*} be the observed sample of size *N* in which all *Xi* (s) are iid. The notation *l*(Θ|) implies that *l*(Θ) is determined based on , according to equation 1.11. The notation *S*(Θ|) implies *S*(Θ) is calculated based on .

The negative expectation of likelihood Hessian matrix is called information matrix or Fisher information matrix denoted *I*(Θ).

|  |  |
| --- | --- |
|  | (1.16) |

If *S*(Θ) is calculated by equation 1.14 with observation *X* then, *I*(Θ) becomes:

|  |  |
| --- | --- |
|  | (1.17) |

The notation *l*(Θ|*X*) implies that *l*(Θ) is determined based on *X*, according to equation 1.8. The notation *I*(Θ|*X*) implies *I*(Θ) is calculated based on *X*. Note, is considered as function of *X* in the integral .

If *S*(Θ) is calculated by equation 1.15 with observation sample = {*X*1, *X*2,…, *XN*} in which all *Xi* (s) are iid then, *I*(Θ) becomes:

|  |  |
| --- | --- |
|  | (1.18) |

Where *X* is random variable representing every *Xi*. The notation *I*(Θ|) implies *I*(Θ) is calculated based on . Note, is considered as function of *X* in the integral . Following is proof of equation 1.18.

(The notation *l*(Θ|) implies that *l*(Θ) is determined based on )

(Due to equation 1.8 and iid *Xi* (s))

(Let *X* be random variable representing every *Xi*)

For MLE method, the inverse of estimator information matrix is called Cramer-Rao lower bound denoted .

|  |  |
| --- | --- |
|  | (1.19) |

Where *I*(Θ) is calculated by equation 1.17 or equation 1.18. Any covariance matrix of a MLE estimate has such Cramer-Rao lower bound. Such Cramer-Rao lower bound becomes if and only if is unbiased, (Zivot, 2009, p. 11):

|  |  |
| --- | --- |
|  | (1.20) |

Note, equation 1.19 and equation 1.20 are only valid for MLE method. The sign “≥” implies lower bound. In other words, Cramer-Rao lower bound is variance of the optimal MLE estimate. Moreover, beside the criterion , equation 1.20 can be used as another criterion to check if an estimate is unbiased. However, the criterion is applied for all estimation methods whereas equation 1.20 is only applied for MLE.

Suppose Θ = (*θ*1, *θ*2,…, *θr*)*T* where there are *r* partial parameter *θk*, so the estimate is . Each element on diagonal of the Cramer-Rao lower bound is lower bound of a variance of , denoted . Let be lower bound of , of course we have:

|  |  |
| --- | --- |
|  | (1.21) |

The sign “≥” implies lower bound. Derived from equation 1.18 and equation 1.19, is specified by equation 1.22.

|  |  |
| --- | --- |
|  | (1.22) |

Where *N* is size of sample = {*X*1, *X*2,…, *XN*} in which all *Xi* (s) are iid. If there is only one observation *X* then, *N* = 1. Of course, is information matrix of . If is univariate, is scalar, which called information value.

For example, let = {*X*1, *X*2,…, *XN*} be the observed sample of size *N* with note that all *Xi* (s) are iid, given multivariate normal PDF as follows:

Where *n* is dimension of vector *X* and Θ = (*μ*, Σ)*T* with note that *μ* is theoretical mean vector and Σ is theoretical covariance matrix. Note, Σ is invertible and symmetric. From previous example, the MLE estimate given is:

Mean and variance of from previous example are:

We knew that is unbiased estimate with criterion . Now we check again if is unbiased estimate with equation 1.21 as another criterion for MLE. Hence, we firstly calculate the lower bound and then compare it with the variance . In fact, according to equation 1.8, the log-likelihood function is:

The partial first-order derivative of *l*(Θ|*X*) with regard to *μ* is (Nguyen, 2015, p. 35):

The partial second-order derivative of *l*(Θ|*X*) with regard to *μ* is (Nguyen, 2015, p. 36):

(Due to Σ is symmetric)

According to equation 1.22, the lower bound is:

Due to , is unbiased estimate according to the criterion specified by equation 1.21.

Mean of from previous example is:

We knew that is biased estimate because . Now we check again if is biased estimate with equation 1.21 as another criterion for MLE. The partial first-order derivative of *l*(Θ|*X*) with regard to Σ is:

Due to:

And

Because Bilmes (Bilmes, 1998, p. 5) mentioned:

Where tr(*A*) is trace operator which takes sum of diagonal elements of matrix .

This implies (Nguyen, 2015, p. 45):

According to equation 1.22, the lower bound is:

(Due to *l*(Θ|*X*) is smooth enough)

(Because Σ–1 and are symmetric matrices)

Where (**0**) is zero matrix. This implies the lower bound is inexistent. Hence, is biased estimate. Even there is no unbiased estimate of variance for normal distribution by MLE ■

MLE ignores prior PDF *f*(Θ|*ξ*) because *f*(Θ|*ξ*) is assumed to be fixed but Maximum A Posteriori (MAP) method (Wikipedia, Maximum a posteriori estimation, 2017) concerns *f*(Θ|*ξ*) in maximization task when is constant with regard to Θ.

Let *f*(*X*, Θ | *ξ*) be the joint PDF of *X* and Θ where Θ is also random variable too. Note, *ξ* is parameter in the prior PDF *f*(Θ|*ξ*). The likelihood function in MAP is also *f*(*X*, Θ | *ξ*).

|  |  |
| --- | --- |
|  | (1.23) |

Theoretical mean and variance of *X* are based on the joint PDF *f*(*X*, Θ | *ξ*) as follows:

|  |  |
| --- | --- |
|  | (1.24) |

|  |  |
| --- | --- |
|  | (1.25) |

Theoretical mean and variance of Θ are based on *f*(Θ|*ξ*) because *f*(Θ|*ξ*) is function of only Θ when *ξ* is constant.

|  |  |
| --- | --- |
|  | (1.26) |

|  |  |
| --- | --- |
|  | (1.27) |

In general, statistics of Θ are still based on *f*(Θ|*ξ*). Given sample = {*X*1, *X*2,…, *XN*} in which all *Xi* (s) are iid, the likelihood function becomes:

|  |  |
| --- | --- |
|  | (1.28) |

The log-likelihood function in MAP is re-defined with observation *X* or sample as follows:

|  |  |
| --- | --- |
|  | (1.29) |

|  |  |
| --- | --- |
|  | (1.30) |

Where *l*(Θ) is specified by equation 1.8 with observation *X* or equation 1.10 with sample . Therefore, the estimate is determined according to MAP as follows:

|  |  |
| --- | --- |
|  | (1.31) |

Good information provided by the prior *f*(Θ|*ξ*) can improve quality of estimation. Essentially, MAP is an improved variant of MLE. Later on, we also recognize that EM algorithm is also a variant of MLE. All of them aim to maximize log-likelihood functions. Likelihood Hessian matrix , information matrix , and Cramer-Rao lower bound , are extended in MAP with the new likelihood function .

|  |
| --- |
|  |

Where *N* is size of sample = {*X*1, *X*2,…, *XN*} in which all *Xi* (s) are iid. If there is only one observation *X* then, *N* = 1.

Mean and variance of the estimate which are used to measure estimation quality are not changed except that the joint PDF *f*(*X*, Θ | *ξ*) is used instead.

|  |  |
| --- | --- |
|  | (1.32) |

|  |  |
| --- | --- |
|  | (1.33) |

The notation implies the formulation to calculate , which is considered as function of *X* and Θ in the integral . Recall the is unbiased estimate if . Otherwise, if then, is biased estimate. Moreover, the smaller the variance , the better the is. Recall that there are two criteria to check if is unbiased estimate. Concretely, is unbiased estimate if one of two following conditions is satisfied:

The criterion is expended for MAP.

It is necessary to have an example for parameter estimation with MAP. Given sample = {*X*1, *X*2,…, *XN*} in which all *Xi* (s) are iid. Each *n*-dimension *Xi* has following multivariate normal PDF:

Where *μ* and Σ are mean vector and covariance matrix of *f*(*X* | Θ), respectively with note that Θ = (*μ*, Σ)*T*. The notation |.| denotes determinant of given matrix and the notation Σ–1 denotes inverse of matrix Σ. Note, Σ is invertible and symmetric.

In Θ = (*μ*, Σ)*T*, suppose only *μ* distributes normally with parameter *ξ* = (*μ*0, Σ0) where *μ*0 and Σ0 are theoretical mean and covariance matrix of *μ*. Thus, Σ is variable but not random variable. The second-level parameter *ξ* is constant. The prior PDF *f*(Θ|*ξ*) becomes *f*(*μ*|*ξ*), which specified as follows:

Note, *μ*0 is *n*-element vector like *μ* and Σ0 is *n*x*n* matrix like Σ. Of course, Σ0 is also invertible and symmetric. Suppose *μ* = (*μ*1, *μ*2,…, *μn*)*T*, *μ*0 = (*μ*01, *μ*02,…, *μ*0*n*)*T*, and

It is deduced that *μ*0*j* is theoretical mean of *μj* whereas *δij* (*i*≠*j*) is covariance of *μi* and *μj*. Especially, *δii* is variance of *μi*.

Theoretical mean of *X* is:

Theoretical variance of *X* is:

The log-likelihood function in MAP is

Because normal PDF is smooth enough, from equation 1.24, the estimate is solution of the equation created by setting the first-order of (Θ) regarding *μ* and Σ to be zero. Due to (Nguyen, 2015, p. 35):

And (Nguyen, 2015, p. 35)

The first-order partial derivative of (Θ) with respect to *μ* is:

Setting this partial derivative to be zero, we obtain:

Where *I* is identity matrix. Let,

We obtain the following equation to estimate *μ* and Σ:

The first-order partial derivative of *l*(Θ) with respect to Σ is:

Due to:

And

Because Bilmes (Bilmes, 1998, p. 5) mentioned:

Where tr(*A*) is trace operator which takes sum of diagonal elements of square matrix, . This implies (Nguyen, 2015, p. 45):

Where Σ is symmetric and invertible matrix. The estimate is the solution of equation formed by setting the first-order partial derivative of *l*(Θ) regarding Σ to zero matrix. Let (**0**) denote zero matrix.

We have:

MAP results out a system of two equations whose solution is the estimate as follows:

Where *I* is identity matrix and

Because Σ is independent from the prior PDF *f*(*μ* | *μ*0, Σ0), it is estimated by MLE as usual,

The estimate in MAP here is as same as the one in MLE and so, it is biased. Substituting for Σ, we obtain the estimate in MAP:

Note,

Now we check if is unbiased estimate. In fact, we have:

(Due to *E*(*X*) = *μ*0)

Therefore, the estimate is biased because the variable *μ* is not always to equal *μ*0.

Now we try to check again if is unbiased estimate with Cramer-Rao lower bound. The second-order partial derivative of regarding *μ* is:

(Because Σ and Σ0 are symmetric)

Cramer-Rao lower bound of is:

Variance of is:

Because it is difficult to calculate , suppose we fix Σ so that , we have:

(Due to )

The Cramer-Rao lower bound of is re-written as follows:

Obviously, is biased estimate due to . In general, the estimate in MAP is affected by the prior PDF *f*(Θ|*ξ*). Even though it is biased, it can be better than the one resulted from MLE because of valuable information in *f*(Θ|*ξ*). For instance, if fixing Σ, the variance of from MAP is “smaller” (lower bounded) than the one from MLE ■

Now we skim through an introduction of EM algorithm. Suppose there are two spaces ***X*** and ***Y***, in which ***X*** is *hidden space* (missing space) whereas ***Y*** is *observed space*. We do not know ***X*** but there is a mapping from ***X*** to ***Y*** so that we can survey ***X***by observing ***Y***. The mapping is many-one function *φ*: ***X*** → ***Y*** and we denote *φ*–1(*Y*) = {: *φ*(*X*) = *Y*} as all such that *φ*(*X*) = *Y*. We also denote ***X***(*Y*) = *φ*–1(*Y*). Let *f*(*X* | Θ) be the PDF of random variable and let *g*(*Y* | Θ) be the PDF of random variable . Note, *Y* is also called observation. Equation 1.34 specifies *g*(*Y* | Θ) as integral of *f*(*X* | Θ) over *φ*–1(*Y*).

|  |  |
| --- | --- |
|  | (1.34) |

Where Θ is probabilistic parameter represented as a column vector, Θ= (*θ*1, *θ*2,…, *θr*)*T* in which each *θi* is a particular parameter. According to viewpoint of Bayesian statistics, Θ is also random variable. As a convention, let Ω be the domain of Θ such that and the dimension of Ω is *r*. For example, normal distribution has two particular parameters such as mean *μ* and variance *σ*2 and so we have Θ= (*μ*, *σ*2)*T*. Note that, Θ can degrades into a scalar as Θ = *θ*. The conditional PDF of *X* given *Y*, denoted *k*(*X* | *Y*, Θ), is specified by equation 1.35.

|  |  |
| --- | --- |
|  | (1.35) |

According to DLR (Dempster, Laird, & Rubin, 1977, p. 1), ***X*** is called *complete data* and the term “incomplete data” implies existence of ***X*** and ***Y*** where ***X*** is not observed directly and ***X*** is only known by the many-one mapping *φ*: ***X*** → ***Y***. In general, we only know ***Y***, *f*(*X* | Θ), and *k*(*X* | *Y*, Θ) and so our purpose is to estimate Θ based on such ***Y***, *f*(*X* | Θ), and *k*(*X* | *Y*, Θ). Like MLE approach, EM algorithm also maximizes the likelihood function to estimate Θ but the likelihood function in EM concerns ***Y*** and there are also some different aspects in EM which will be described later. Pioneers in EM algorithm firstly assumed that *f*(*X* | Θ) belongs to exponential family with note that many popular distributions such as normal, multinomial, and Poisson belong to exponential family (please see table 1.1). Although DLR (Dempster, Laird, & Rubin, 1977) proposed a generality of EM algorithm in which *f*(*X* | Θ) distributes arbitrarily, we should concern exponential family a little bit. Exponential family (Wikipedia, Exponential family, 2016) refers to a set of probabilistic distributions whose PDF (s) have the same exponential form according to equation 1.36 (Dempster, Laird, & Rubin, 1977, p. 3):

|  |  |
| --- | --- |
|  | (1.36) |

Where *b*(*X*) is a function of *X*, which is called base measure and *τ*(*X*) is a vector function of *X*, which is sufficient statistic. For example, the sufficient statistic of normal distribution is *τ*(*X*) = (*X*, *XXT*)*T*. Equation 1.36 expresses the canonical form of exponential family. Recall that Ω is the domain of Θ such that . Suppose that Ω is a convex set. If Θ is restricted only to Ω then, *f*(*X* | Θ) specifies a *regular exponential family*. If Θ lies in a curved sub-manifold Ω0 of Ω then, *f*(*X* | Θ) specifies a *curved exponential family*. The *a*(Θ) is *partition function* for variable *X*, which is used for normalization.

As usual, a PDF is known as a popular form but its exponential family form (canonical form of exponential family) specified by equation 1.36 looks unlike popular form although they are the same. Therefore, parameter in popular form is different from parameter in exponential family form.

For example, multivariate normal distribution with theoretical mean *μ* and covariance matrix Σ of random variable *X* = (*x*1, *x*2,…, *xn*)*T* has PDF in popular form is:

Hence, parameter in popular form is Θ = (*μ*, Σ)*T*. Exponential family form of such PDF is:

Where,

Hence, parameter in exponential family form is Θ = (*θ*1, *θ*2)*T*. Although, *f*(*X* | *θ*1, *θ*2) looks unlike *f*(*X* | *μ*, Σ) but they are the same, *f*(*X* | *θ*1, *θ*2) = *f*(*X* | *μ*, Σ). In fact, we have:

We also have:

(Due to |Σ–1| = |Σ|–1)

Therefore,

(Because Σ is symmetric, *μT*Σ–1*X* = *XT*Σ–1*μ*)

The exponential family form is used to represents all distributions belonging to exponential family as canonical form. Parameter in exponential family form is called exponential family parameter. As a convention, parameter Θ mentioned in EM algorithm is exponential family parameter if PDF belongs to exponential family and there is no additional information.

Table 1.1 shows some popular distributions belonging to exponential family along with their canonical forms (Wikipedia, Exponential family, 2016). In case of multivariate distributions, dimension of random variable *X* = (*x*1, *x*2,…, *xn*)*T* is *n*.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Distribution | Popular  PDF | Exponential  family  parameter  Θ | *τ*(*X*) | *b*(*X*) | *a*(Θ) |
| Multivariate  normal |  |  |  |  |  |
| Multinomial | Where, , , and . |  |  |  | 1 |

**Table 1.1.** Some popular distributions belonging to exponential family

It is necessary to survey some features of exponential family. The first-order derivative of log(*a*(Θ)) is expectation of *τ*(*X*).

The second-order derivative of log(*a*(Θ)) is (Jebara, 2015):

Where,

Hence (Hardle & Simar, 2013, pp. 125-126),

Where *V*(*τ*(*X*) | Θ) is central covariance matrix of *τ*(*X*). Please read the book “Matrix Analysis and Calculus” by Nguyen (Nguyen, 2015) for comprehending derivative of vector and matrix. Let *a*(Θ | *Y*) be a so-called *observed partition function* for observation *Y*.

Similarly, we obtain that the first-order derivative of log(*a*(***θ*** | *Y*)) is expectation of *τ*(*X*) based on *Y*.

If *f*(*X* | Θ) follows exponential family, the conditional density *k*(*X* | *Y*, Θ) is determined as follows:

Indeed, *k*(*X* | *Y*, Θ) is conditional PDF. If *f*(*X* | Θ) follows exponential family then, *k*(*X* | *Y*, Θ) also follows exponential family. In fact, we have:

Note that *k*(*X* | *Y*, Θ) is determined on . Of course, we have:

The first-order derivative of log(*a*(Θ | *Y*)) is:

The second-order derivative of log(*a*(Θ) | *Y*) is:

Where *V*(*τ*(*X*) | *Y*, Θ) is central covariance matrix of *τ*(*X*) given observed *Y*. Table 1.2 is summary of *f*(*X* | Θ), *g*(*Y* | Θ), *k*(*X* | *Y*, Θ), *a*(Θ), log’(*a*(Θ)), *a*(Θ | *Y*), and log’(*a*(Θ | *Y*)) with exponential family.

|  |
| --- |
|  |

**Table 1.2.** Summary of *f*(*X* | Θ), *g*(*Y* | Θ), *k*(*X* | *Y*, Θ), *a*(Θ), log’(*a*(Θ)), *a*(Θ | *Y*), and log’(*a*(Θ | *Y*)) with exponential family

Simply, EM algorithm is iterative process including many iterations, in which each iteration has expectation step (E-step) and maximization step (M-step). E-step aims to estimate sufficient statistic given current parameter and observed data *Y* whereas M-step aims to re-estimate the parameter based on such sufficient statistic by maximizing likelihood function related to *X*. EM algorithm is described in the next section in detail. As an introduction, DLR gave an example for illustrating EM algorithm (Dempster, Laird, & Rubin, 1977, pp. 2-3).

**Example 1.1.** Rao (Rao, 1955) presents observed data *Y* of 197 animals following multinomial distribution with four categories, such as *Y* = (*y*1, *y*2, *y*3, *y*4) = (125, 18, 20, 34). The PDF of *Y* is:

Note, probabilities *py*1, *py*2, *py*3, and *py*4 in *g*(*Y* | *θ*) are 1/2 + *θ*/4, 1/4 – *θ*/4, 1/4 – *θ*/4, and *θ*/4, respectively as parameters. The expectation of any sufficient statistic *yi* with regard to *g*(*Y* | *θ*) is:

Observed data *Y* is associated with hidden data *X* following multinomial distribution with five categories, such as *X* = {*x*1, *x*2, *x*3, *x*4, *x*5} where *y*1 = *x*1 + *x*2, *y*2 = *x*3, *y*3 = *x*4, *y*4 = *x*5. The PDF of *X* is:

Note, probabilities *px*1, *px*2, *px*3, *px*4, and *px*5 in *f*(*X* | *θ*) are 1/2, *θ*/4, 1/4 – *θ*/4, 1/4 – *θ*/4, and *θ*/4, respectively as parameters. The expectation of any sufficient statistic *xi* with regard to *f*(*X* | *θ*) is:

Due to *y*1 = *x*1 + *x*2, *y*2 = *x*3, *y*3 = *x*4, *y*4 = *x*5, the mapping function *φ* between *X* and *Y* is *y*1 = *φ*(*x*1, *x*2) = *x*1 + *x*2. Therefore *g*(*Y* | *θ*) is sum of *f*(*X* | *θ*) over *x*1 and *x*2 such that *x*1 + *x*2 = *y*1 according to equation 1.34. In other words, *g*(*Y* | *θ*) is resulted from summing *f*(*X* | *θ*) over all (*x*1, *x*2) pairs such as (0, 125), (1, 124),…, (125, 0) and then substituting (18, 20, 34) for (*x*3, *x*4, *x*5) because of *y*1 = 125 from observed *Y*.

Rao (Rao, 1955) applied EM algorithm into determining the optimal estimate *θ\**. Note *y*2 = *x*3, *y*3 = *x*4, *y*4 = *x*5 are known and so only sufficient statistics *x*1 and *x*2 are not known. Given the *t*th iteration, sufficient statistics *x*1 and *x*2 are estimated as *x*1(*t*) and *x*2(*t*) based on current parameter *θ*(*t*) and *g*(*Y* | *θ*) in E-step below:

Given *py*1 = 1/2 + *θ*/4, which implies that:

When *y*1 = 125, we have:

This suggests us to select:

According to M-step, the next estimate *θ*(*t*+1) is a maximizer of the log-likelihood function related to *X*. This log-likelihood function is:

The first-order derivative of log(*f*(*X* | *θ*) is:

Because *y*2 = *x*3 = 18, *y*3 = *x*4 = 20, *y*4 = *x*5 = 34 and *x*2 is approximated by *x*2(*t*), we have:

As a maximizer of log(*f*(*X* | *θ*), the next estimate *θ*(*t*+1) is solution of the following equation

So we have:

Where,

For example, given the initial *θ*(1) = 0.5, at the first iteration, we have:

After five iterations we gets the optimal estimate *θ\**:

Table 1.3 (Dempster, Laird, & Rubin, 1977, p. 3) lists estimates of *θ* over five iterations (*t* =1, 2, 3, 4, 5) with note that *θ*(1) is initialized arbitrarily and *θ*\* = *θ*(5) = *θ*(6) is determined at the 5th iteration. The third column gives deviation *θ\** and *θ*(*t*) whereas the fourth column gives the ratio of successive deviations. Later on, we will know that such ratio implies convergence rate.

|  |  |  |  |
| --- | --- | --- | --- |
| *t* | *θ*(*t*) | *θ\** – *θ*(*t*) | (*θ\** – *θ*(*t*+1)) /  (*θ\** – *θ*(*t*)) |
| 1 | *θ*(1) = 0.5 | 0.1268 | 0.1465 |
| *θ*(2) = 0.6082 | 0.0186 | 0.1346 |
| 2 | *θ*(2) = 0.6082 | 0.0186 | 0.1346 |
| *θ*(3) = 0.6243 | 0.0025 | 0.1330 |
| 3 | *θ*(3) = 0.6243 | 0.0025 | 0.1330 |
| *θ*(4) = 0.6265 | 0.0003 | 0.1328 |
| 4 | *θ*(4) = 0.6265 | 0.0003 | 0.1328 |
| *θ*(5) = 0.6268 | 0 | 0.1328 |
| 5 | *θ*(5) = 0.6268 | 0 | 0.1328 |
| *θ*(6) = 0.6268 | 0 | 0.1328 |

**Table 1.3.** EM algorithm in simple case

For example, at the first iteration, we have:

# **2. EM algorithm**

Expectation maximization (EM) algorithm has many iterations and each iteration has two steps in which expectation step (E-step) calculates sufficient statistic of hidden data based on observed data and current parameter whereas maximization step (M-step) re-estimates parameter. When DLR proposed EM algorithm (Dempster, Laird, & Rubin, 1977), they firstly concerned that the PDF *f*(*X* | Θ) of hidden space belongs to exponential family. E-step and M-step at the *t*th iteration are described in table 2.1 (Dempster, Laird, & Rubin, 1977, p. 4), in which the current estimate is Θ(*t*), with note that *f*(*X* | Θ) belongs to regular exponential family.

|  |
| --- |
| *E-step*:  We calculate current value *τ*(*t*) of the sufficient statistic *τ*(*X*) from observed *Y* and current parameter Θ(*t*) according to equation 2.6:  *M-step*:  Basing on *τ*(*t*), we determine the next parameter Θ(*t*+1) as solution of equation 2.3:  Note, Θ(*t*+1) will become current parameter at the next iteration ((*t*+1)th iteration). |

**Table 2.1.** E-step and M-step of EM algorithm given regular exponential PDF *f*(*X*|Θ)

EM algorithm stops if two successive estimates are equal, Θ*\** = Θ(*t*) = Θ(*t*+1), at some *t*th iteration. At that time we conclude that Θ*\** is the optimal estimate of EM process. Please see table 1.2 to know how to calculate *E*(*τ*(*X*) | Θ(*t*)) and *E*(*τ*(*X*) | *Y*, Θ(*t*)). As a convention, the estimate of parameter Θ resulted from EM process is denoted Θ\* instead of in order to emphasize that Θ\* is solution of optimization problem.

It is necessary to explain E-step and M-step as well as convergence of EM algorithm. Essentially, the two steps aim to maximize log-likelihood function of Θ, denoted *L*(Θ), with respect to observation *Y*.

Where,

Note that log(.) denotes logarithm function. Therefore, EM algorithm is an extension of maximum likelihood estimation (MLE) method. In fact, let *l*(Θ) be log-likelihood function of Θ with respect to *X*.

|  |  |
| --- | --- |
|  | (2.1) |

By referring to table 1.2, the first-order derivative of *l*(Θ) is:

|  |  |
| --- | --- |
|  | (2.2) |

We set the first-order derivative of *l*(Θ) to be zero with expectation that *l*(Θ) will be maximized. Therefore, the optimal estimate Θ*\** is solution of the following equation which is specified in M-step.

The expression *E*(*τ*(*X*) | Θ) is function of Θ but *τ*(*X*) is still dependent on *X*. Let *τ*(*t*) be value of *τ*(*X*) at the *t*th iteration of EM process, candidate for the best estimate of Θ is solution of equation 2.3 according to M-step.

|  |  |
| --- | --- |
|  | (2.3) |

Where,

Thus, we will calculate *τ*(*t*) by maximizing the log-likelihood function *L*(Θ) given *Y*. Recall that maximizing *L*(Θ) is the ultimate purpose of EM algorithm.

Where,

|  |  |
| --- | --- |
|  | (2.4) |

Due to:

It implies:

Because *f*(*X* | Θ) belongs to exponential family, we have:

The log-likelihood function *L*(Θ) is reduced as follows:

By referring to table 1.2, the first-order derivative of *L*(Θ) is:

|  |  |
| --- | --- |
|  | (2.5) |

We set the first-order derivative of *L*(Θ) to be zero with expectation that *L*(Θ) will be maximized, as follows:

It implies:

Let Θ(*t*) be the current estimate at some *t*th iteration of EM process. Derived from the equality above, the value *τ*(*t*) is calculated as seen in equation 2.6.

|  |  |
| --- | --- |
|  | (2.6) |

Where,

Equation 2.6 specifies the E-step of EM process. After *t* iterations we will obtain Θ*\** = Θ(*t*+1) = Θ(*t*) such that *E*(*τ*(*X*) | *Y*, Θ(*t*)) = *E*(*τ*(*X*) | *Y*, Θ*\**) = *τ*(*t*) = *E*(*τ*(*X*) | Θ*\**) = *E*(*τ*(*X*) | Θ(*t*+1)) when Θ(*t*+1) is solution of equation 2.3 (Dempster, Laird, & Rubin, 1977, p. 5). This means that Θ*\** is the optimal estimate of EM process because Θ*\** is solution of the equation:

Thus, we conclude that Θ*\** is the optimal estimate of EM process.

The EM algorithm shown in table 2.1 is totally exact with assumption that *f*(*X*|Θ) belongs to regular exponential family. If *f*(*X*|Θ) is not regular, the maximal point (maximizer) of the log-likelihood function *l*(Θ) is not always the stationary point Θ\* so that the first-order derivative of *l*(Θ) is zero, *l*’(Θ\*) = 0. However, if *f*(*X*|Θ) belongs to curved exponential family, the M-step of the EM algorithm shown in table 2.1 is modified as follows (Dempster, Laird, & Rubin, 1977, p. 5):

|  |  |
| --- | --- |
|  | (2.7) |

Where *τ*(*t*) is calculated by equation 2.6 in E-step. This means that, in more general manner, the maximizer Θ(*t*+1) will be found by some way. Recall that if Θ lies in a curved sub-manifold Ω0 of Ω where Ω is the domain of Θ then, *f*(*X* | Θ) belongs to curved exponential family.

In general, given exponential family, within simple EM algorithm, E-step aims to calculate the current sufficient statistic *τ*(*t*) that the log-likelihood function *L*(Θ(*t*)) gets maximal with such *τ*(*t*) at current Θ(*t*) given *Y* whereas M-step aims to maximize the log-likelihood function *l*(Θ) given *τ*(*t*), as seem in table 2.2. Note, in table 2.2, *f*(*X*|Θ) belongs to curved exponential family but it is not necessary to be regular.

|  |
| --- |
| *E-step*:  Given observed *Y* and current Θ(*t*), current value *τ*(*t*) of the sufficient statistic *τ*(*X*) is the value that the log-likelihood function *L*(Θ(*t*)) gets maximal with such *τ*(*t*). Concretely, suppose Θ\* be a maximizer of *L*(Θ) given *Y* where *L*(Θ) is specified by equation 2.4.  Suppose Θ\* is formulated as function of *τ*(*X*), for instance, Θ\* = *h*(*τ*(*X*)) with note that Θ\* is not evaluated because *τ*(*X*) is not evaluated. Thus, the equation Θ\* = *h*(*τ*(*X*)) is only symbolic formula. Let *τ*(*t*) be a value of *τ*(*X*) such that Θ(*t*) = *h*(*τ*(*X*)). This means with note that Θ\* is replaced by Θ(*t*). If *h*(*τ*(*X*)) is invertible, *τ*(*t*) = *h*–1(Θ(*t*)).  If the PDF *f*(*X*|Θ) belongs to regular exponential family, *τ*(*t*) is calculated more easily according to equation 2.6, given *Y* and Θ(*t*).  Where,  *M-step*:  Basing on *τ*(*t*), we determine the next parameter Θ(*t*+1) by maximizing the log-likelihood function *l*(Θ) given *τ*(*t*), where *l*(Θ) is specified by equation 2.1. Actually, the sufficient statistic *τ*(*t*) calculated in E-step is substituted for unobserved *τ*(*X*) in *l*(Θ) so that it is possible to maximize *l*(Θ) with subject to Θ.  If the PDF *f*(*X*|Θ) belongs to regular exponential family, Θ(*t*+1) is solution of equation 2.3 given *τ*(*t*).  Where,  If the PDF *f*(*X*|Θ) belongs to curved exponential family, Θ(*t*+1) is determined by equation 2.7 given *τ*(*t*). |

**Table 2.2.** E-step and M-step of EM algorithm given exponential PDF *f*(*X*|Θ)

EM algorithm stops if two successive estimates are equal, Θ*\** = Θ(*t*) = Θ(*t*+1), at some *t*th iteration. At that time, Θ*\** is the optimal estimate of EM process, which is an optimizer of *L*(Θ).

Going back example 1.1, given the *t*th iteration, sufficient statistics *x*1 and *x*2 are estimated as *x*1(*t*) and *x*2(*t*) based on current parameter *θ*(*t*) in E-step according to equation 2.6.

Given *py*1 = 1/2 + *θ*/4, which implies that:

Because the probability of *y*1 is 1/2 + *θ*/4 and *y*1 is sum of *x*1 and *x*2, let be conditional probability of *x*1 given *y*1 and let be conditional probability of *x*2 given *y*1 such that

Where *P*(*x*1, *y*1) and *P*(*x*2, *y*1) are joint probabilities of (*x*1, *y*1) and (*x*2, *y*1), respectively. We can select *P*(*x*1, *y*1) = 1/2 and *P*(*x*2, *y*1) = *θ*/4, which implies:

Such that

Note, we can select alternately as *P*(*x*1, *y*1) = *P*(*x*2, *y*1) = (1/2 + *θ*/4) / 2, for example but fixing *P*(*x*1, *y*1) as 1/2 is better because the next estimate *θ*(*t*+1) known later depends only on *x*2(*t*).

When *y*1 is evaluated as *y*1 = 125, we obtain:

The expectation *y*1(*t*) = *E*(*y*1 | *Y*, *θ*(*t*)) gets value 125 when *y*1 is evaluated as *y*1 = 125 and the probability corresponding to *y*1 gets maximal as 1/2 + *θ*(*t*)/4 = 1.

Essentially, equation 2.3 specifying M-step is result of maximizing the log-likelihood function *l*(Θ). This log-likelihood function is:

The first-order derivative of log(*f*(*X* | *θ*) is:

Because *y*2 = *x*3 = 18, *y*3 = *x*4 = 20, *y*4 = *x*5 = 34 and *x*2 is approximated by *x*2(*t*), we have:

As a maximizer of log(*f*(*X* | *θ*), the next estimate *θ*(*t*+1) is solution of the following equation

So we have:

Where,

For example, given the initial *θ*(1) = 0.5, at the first iteration, we have:

After five iterations we gets the optimal estimate *θ\**:

Table 1.3 (Dempster, Laird, & Rubin, 1977, p. 3) show resulted estimation ■

For further research, DLR gave a preeminent generality of EM algorithm (Dempster, Laird, & Rubin, 1977, pp. 6-11) in which *f*(*X* | Θ) specifies arbitrary distribution. In other words, there is no requirement of exponential family. They define the conditional expectation *Q*(Θ’ | Θ) according to equation 2.8 (Dempster, Laird, & Rubin, 1977, p. 6).

|  |  |
| --- | --- |
|  | (2.8) |

The two steps of generalized EM (*GEM*) algorithm aim to maximize *Q*(Θ | Θ(*t*)) at some *t*th iteration as seen in table 2.3 (Dempster, Laird, & Rubin, 1977, p. 6).

|  |
| --- |
| *E-step*:  The expectation *Q*(Θ | Θ(*t*)) is determined based on current parameter Θ(*t*), according to equation 2.8. Actually, *Q*(Θ | Θ(*t*)) is formulated as function of Θ.  *M-step*:  The next parameter Θ(*t*+1) is a maximizer of *Q*(Θ | Θ(*t*)) with subject to Θ. Note that Θ(*t*+1) will become current parameter at the next iteration (the (*t*+1)th iteration). |

**Table 2.3.** E-step and M-step of GEM algorithm

DLR proved that GEM algorithm converges at some *t*th iteration. At that time, Θ*\** = Θ(*t*+1) = Θ(*t*) is the optimal estimate of EM process, which is an optimizer of *L*(Θ).

It is deduced from E-step and M-step that *Q*(Θ | Θ(*t*)) is increased after every iteration. How to maximize *Q*(Θ | Θ(*t*)) is the optimization problem which is dependent on applications. For example, the estimate Θ(*t*+1) can be solution of the equation created by setting the first-order derivative of *Q*(Θ | Θ(*t*)) regarding Θ to be zero. If solving such equation is too complex, some popular methods to solve optimization problem are Newton-Raphson (Burden & Faires, 2011, pp. 67-71), gradient descent (Ta, 2014), and Lagrange duality (Wikipedia, Karush–Kuhn–Tucker conditions, 2014).

GEM algorithm still aims to maximize the log-likelihood function *L*(Θ) specified by equation 2.4, which is explained here. Following is proof of equation 2.8. Suppose the current parameter is Θ after some iteration. Next we must find out the new estimate Θ\* that maximizes the next log-likelihood function *L*(Θ’).

The next log-likelihood function *L*(Θ’) is re-written as follows:

Due to

By applying Jensen’s inequality (Sean, 2009, pp. 3-4) with concavity of logarithm function

into *L*(Θ’), we have (Sean, 2009, p. 6):

Where,

The lower-bound of *L*(Θ’) is defined as follows:

*lb*(Θ’ | Θ) = *Q*(Θ’ | Θ) – *H*(Θ | Θ)

Of course, we have:

*L*(Θ’) ≥ *lb*(Θ’ | Θ)

Suppose at some *t*th iteration, when the current parameter is Θ(*t*), the lower-bound of *L*(Θ) is re-written:

*lb*(Θ | Θ(*t*)) = *Q*(Θ | Θ(*t*)) – *H*(Θ(*t*) | Θ(*t*))

Of course, we have:

*L*(Θ) ≥ *lb*(Θ | Θ(*t*))

The lower bound *lb*(Θ | Θ(*t*)) has following property (Sean, 2009, p. 7):

*lb*(Θ(*t*) | Θ(*t*)) = *Q*(Θ(*t*) | Θ(*t*)) – *H*(Θ(*t*) | Θ(*t*)) = *L*(Θ(*t*))

Indeed, we have:

Recall that the main purpose of GEM algorithm is to maximize the log-likelihood *L*(Θ) = log(*g*(*Y*|Θ)) with observed data *Y*. However, it is too difficult to maximize log(*g*(*Y* | Θ)) because *g*(*Y* | Θ) is not well-defined when *g*(*Y* | Θ) is integral of *f*(*X* | Θ) given a general mapping function. DLR solved this problem by an iterative process which is an instance of GEM algorithm. The lower-bound (Sean, 2009, pp. 7-8) of *L*(Θ) is maximized over many iterations of the iterative process so that *L*(Θ) is maximized finally. Such lower-bound is determined indirectly by the condition expectation *Q*(Θ | Θ(*t*)) so that maximizing *Q*(Θ | Θ(*t*))is the same to maximizing the lower bound. Suppose Θ(*t*+1) is a maximizer of *Q*(Θ | Θ(*t*)) at *t*th iteration, which is also a maximizer of the lower bound at *t*th iteration.

Note, *H*(Θ(*t*) | Θ(*t*)) is constant with regard to Θ. The lower bound is increased after every iteration. As a result, the maximizer Θ*\** of the final lower-bound after many iterations will be expected as a maximizer of *L*(Θ) in final.

Therefore, the two steps of GEM is interpreted with regard to the lower bound *lb*(Θ | Θ(*t*)) as seen in table 2.4.

|  |
| --- |
| *E-step*:  The lower bound *lb*(Θ | Θ(*t*)) is re-calculated based on *Q*(Θ | Θ(*t*)).  *M-step*:  The next parameter Θ(*t*+1) is a maximizer of *Q*(Θ | Θ(*t*)) which is also a maximizer of *lb*(Θ | Θ(*t*)) because *H*(Θ(*t*) | Θ(*t*)) is constant.  Note that Θ(*t*+1) will become current parameter at the next iteration so that the lower bound is increased in the next iteration. |

**Table 2.4.** An interpretation of GEM with lower bound

Because *Q*(Θ | Θ(*t*)) is defined fixedly in E-step, most variants of EM algorithm focus on how to maximize *Q*(Θ’ | Θ) in M-step more effectively so that EM is faster or more accurate. Figure 2.1 (Borman, 2004, p. 7) shows relationship between the log-likelihood function *L*(Θ)and its lower-bound *lb*(Θ | Θ(*t*)).

![Diagram

Description automatically generated](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAZkAAADzCAMAAABjY5t0AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAF9UExURf////f395eXl7e3tzg4OGBgYAAAAN/f3xAQEIeHh8/Pz0BAQDAwMHBwcL+/v///25A6Zrb//5A6AAAAZv//tmY6kNv//7ZmAGa2/5A6OpDb/5CQttuQkP+2ZgA6kABmtjqQ2//bkDoAANuQOgAAOrZmOjpmtmYAAGZmtrZmZjoAOjo6kLm5uSIiIn9/f+/v74+Pj5+fn6+vr3Nzc3d3d6enp1dXVzQ0NCwsLCgoKCAgIAYGBgQEBDw8PDExMWdnZz8/P0NDQ3t7e19fX1NTU7Ozs1paWhgYGGhoaAgICFBQUHh4eOfn59fX11hYWEhISJC2/5Db28fHx9u2Zjo6OpDbtmYAZmadkJCcZtvbkNu2ttv/tpBmtjoAZkdHRw0NDR4eHioqKgUFBU9PT5qamgMDA6Kioj4+PpBmSVhmOkZGRi0tLQ8PD6SkpA4ODiMjI1tbW8nJyRsbGwEBARUVFSUlJUFBQeDg4KqqqkhIPrS0tBQUFCYmJsHBwQAAALQdthAAAAB/dFJOU////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////wD/4TwJAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAY8UlEQVR4Xu1dTXPkSG5lOybIIi/t6ZFb7faqp7Wa2bZnWebsBoM87KGCOvloj2O9u/4IX3iwD77z0v/dADJZ/GYmQGYVS+KbUYtVWaQkgsADkECmt2PHDhlK/X3HxhDn+mDHxpD5gT7asS34fqiPdmwKse/v5myTyHx/N2ebxAEks5uzDaICwezmbIs4oWR2c7ZBkGB2c7Y9gGeG2M3Z5oCeGWI3Z1sDemaI3ZxtDOSZIXZztjEozwyxm7NtQYsFsJuzTSEqirzIffz3pN/asR3EhT7YsTFEu2Q2in1Oc6vYrdlWYZTM27/+Vh/B8bvvvr37m/f61Q6niAbW7P6DPiC8/duP3tu/g4NfoYBQTA+f3nsP39PgDocgnXn7DmIauOF0+Bm/Pf4a3kERPXzGYzg6S8Z7gldP6tM73EHrzNN32mbdo2DevvvhI0oHbv+PcPDjRxKU/1lJhhTmadcax9C+2b2+0Wiq4BUKBkXzPUpGMUujM4+/waN3HaO3Y3UoD+Dui7rPypaRstCrHz4C64BBAzSSUSSz2zPHUJJ50MZMSejB/3z39573D98++R9ALE9gxjTukY2QZ+BDSq92uILimXutAI8/4e1GyXzx/e9AMp/RN+vi8bf02cdf7+bMKbRvprVCKcKD//1ZZ5QBa6GOZ3bJOAbpjFKV88HdF61C2hMYxS4ZxyDfTPnMDx9qTwB1BYC+2SR2nnEMtGZ3X1ACyB/arLXimUnsvpljgGTuMYqkQBI0Qd/vJ3xjzlzt8Yxr9PNmlAOwwJ45cw0VzzQ4u2nz2G2ZcwxzzSqQnMeuMe6xz2luFX1rtmMr2CWzVQx5Zsc2sOvMVhEfgiRNkyANvSgtvTitvCqNvTCNvDQdDJXtoXBiKGkPVeNDcWcoGBvCM1pD0XlIXUwPwRljQ/oX10PN3wRDQZjqt9Mqy4/F8YhRdV4cjsf8eExPeZFmGXz02oiPEfyaQQy/agV/XEm3JIZbEcMfNhhKw6o1lIwPBe2hcHyo7AxFg6EQv/DXOA9V5yH4DZshOGNsCM5oDeHbvaGs7h2axOFU6Xt0HbxKnqlyuvXFKa3iKCb1iOHgdIpBkvhfVhQkneyKq/K8wnimxIauPBx2pgSdt4IU5Xe4muK8Og+gBFo5lol+1UHUF1aAHz5cSW9emWQSlMuUGqSpPmihAgU7xvrFRfG6eCY+zKkAeAsjqECY2aiOucWr4pkT3GN9OIqJ+5+CSbu82rwiaxYAo89yhvLSRoBnXlxtXo9kYiCM+U7hMZ7RKOHkCwefr4ZnwCTNWjJAONNInJgUbnW8Ep5JIHJceGNRtJe0aK/DmsVHGw6v5qNKszlcFa9BMkkGMb/F4z7DMwS0aJdLCbwCnoEgxm4pitJo78DtvtjSCS+eZ/BBL1bjB/DR1rvYPF64NUswSrS1QGadgdAGGOsy7rOWzD1WaN77557AXmVTqyGg7m/GboEO8DM4sKWKJ0wrG8ijhfHsTA8XI5uaZ6jKTDdf9rtozw3Oj/+ML0ACD5/eK8n0P4PVt5upEgSPzC8Y3lRpd8eBbOylLYfmGVKKula530V7bnA+SwYEiZIZ+Qw1Pm9CawIIYdxkicOLkI22ZtRIpttoBl20qsH5X7A13f/0niTzQL1Pg898JFu2hWp0IhhmbFnaLiaGKWvnZKMlQ12yD5/+1fc/D7tozw3Ojc48/gYkM/YZany+vj0LgWDY/q0pnmlgTI6uAM0z+MR79/n33sMPfxx00aJDQKJrJEM6M/YZ4v9rdz3hjSv4D3XMsH3uczWKZ+7+De723Re4s3df/jToosVb3jQ46/5mLZn+Z8iTuG6nIBkyCcGw7nR1cJx9VtZMPelogx5/+jM98N0u2n6DM9ASSWbwGdX4fFXJoEeWih5ne2uGQPfZlpgkUJJpfOanT38Z6aIlC9ZAxzPDzxAbXVcyoDC5MO9oFc+0AD/KoY9GPAPP+7+/J4/q7ssHyy5a1Japz1yPZxY9yBHXOkXgozmbhiaeefztf/zn+8f/gmceqMayixYlM/WZq/lmmKiXG/+ArQA47eMq6iRr9kBpmSffp2ed+AYw30WLkpn4zNXimYXmhcczChB12kwwCKDjmQ6sumiVZEZxrcxZtvAB5vIMIQKHw4lFG5ufseqinZbMtWwZCGbZLepWz9oicZRHG5+fseiinZTMFTVm4bM7qJ61BE7a6MMVMWbNbhLw5C41KhKeIYCPtn6FwEuRDJD/Ymsv4hmCi/m0F1IHEKwxnZUscLKWV0318TLqAJLjGpUTnIzmAKsXb0R5mAZRmiYxWNkK9Fn3A8JXlKTdoVC18MHbUdAaKtXQGzUUR3kexfk3QZlnXpifvFMeJkVeBkWuh4oEh1L4yvLQgyEYjgMYqvI8CWE4zdPWUAVnBThU5gVc7ARvp3TBnC4IQwUGfN6pONVnwdtxDBcs8xx+hYzOyuCsXA/5fgDWL8kgggczBIcHTE4DkS8RzdrFGzFIBhtKkzgMveofS68MK+/n5xiMLkhGd0/CUByqoXOHqm6SxbNg6HfPv/fC519gKEm+fk2SOPIC+Ioi+IoDLwa3J47x7e4QvB3FCQzjl0dD8HYAZ5yHaNhL4O0E3u4MqTPgK0JbFsDbAbwdwcWiGM6A26zPOA/hW8QHQRVmIM4h8qyUcnl8EGfsxvAieObAsvFxWMvkCOoXhhH2asZpmOWgOfT2qRI9/OgHrCeal8AzqX04EacQsuPNL8JqYLpicCKCUDU9gwnW7zIAdLee9/wCvObE96081kDrSj6lEnU8E6ne2VRwk3P/uBbXvADJZDbJEWqGBV0B/2YSrUrApEIp8mWTANesJJrb5xmgf+O9oPsM3hfnpkVo1jKubNCg6cOFuH2eyU1TZTExR2aORPvVswHJhqkC4AasE9fcvDWr/IM+GoWyYpmVtoQDq4hhD7eaEHR4lWzAzUvmMJeWqfCpP9q6WeWIDHD6hZnohJBzjRzarfNMOLO1sVIX5iM/wAm8Od6dTlcJa26cZ6Y95iQ9gOfLikomOmixM4pnn/I15mtu3JqdJu5BAE/69DImExjyjAK/DoOXlBjHbUtmwmMmp6pgmzGVUhsDUAdLNJWFJ2/CbfNMMeahKmdXYOln5me4osmMiw8YcdM8Ax7z4GaSXE4iBp6b0wQt4IgG+G+p53HT1mxozsX6gpjiGQJTa8KRh4aHW5ZM2veYifdl+oKYr54F0XDqBIypCRNumGeCnsechAv0BWGongWDxnD2DLkJM4w80yrx52HyRPEVe+jRP7aZCdqZWjBVNfEiyHxhzcjQmo3t24ylzoMKv16n+tSJ/ZJBarR5+z9jV2Sh65nicrJLO41meQaRcfLI1cKkM0nGvG8ztSz3q2KbrhtA3d6pz2tOVJLpDOCr/x27IgNJm/6pj3nZIwowVs/Cz2TkkWczemZonjHs26we7143ObU7nev+8cR218b5RJRMfwD+GbsiB6cW/WP1y0K+RURGWwXOsH1wXy7L0WieMe3bPLZXc7tTXZ3Y60JXJ6Jk+u3pMLJw92esTNKHuDzsaaGLSjDxDABMqDXVgBgZtDSA4hnjvs2KErrWB9/XnerqxPZ5Ta8zSKY/gCNjV2TgWDulZMgWEozGXKRZI2WwR7ooEaAkY9y3WTUHPICkgC4IpE6gDdSp/pFO7HShn0+Et/oDOHK+In5jo7ZlkgUZloHBHuDWL1BlxTOmfZtVyzI8+3Q7Fdqd6h/oxE4X+vlELZnhAF5E2GsLtozUBPuY12vLt6qejRmuc7Yk2iSeObcyqUd4sG9zHX107iOZI6IXEAud2DnvfCJJZmwAIZNMcKA/Gdf6W7Mn34JnAKNZ1HGAFPWRAGTNahrXB5P7NsN9bKxZ4zMDWdCJ4+eBTKY3gpZJpiCvB5l/BY+swdzasw1sy9sQS6JNkoztvs1tVgCj1HSq6xNHz0NtmbqgjGeIhZH5OUtkrQeGExAuiDaRZ6z3bW57Up1OdX3i6HkomakLinwz8Fwj7ClenfkNa8+ecfYLzVgQbcbfeNb7Nneij26nen3iyHkomYkLdq9oCawaivI1mb+GjdeMYCQry5kCEgOU19xgruNchSATmDxRSWYcs1ccR3TwM1SYpRNTIwhtlTC3zwTIlaYvmbObNsS85Zk8cUYyAlsGblkBCrNKzC8GI1kpZ5rh/IwKAYcwPt8TJ05LRqAxIJh8dg+ZJbBZe1bhaK8JYqXp68y2gb1DKzfdtWDLM6gJ1vQhZpqbmtMErwwg9nZMwM4mSxzsYxqp0txS7UyKclmzFVIORoY/FCYCbseaYaWk21X47K0ZK8OvUkls3IpkMKm8bpZsCIZkvJN9jZOwViMuMmqxx/Z67LyP4m+oKV+38qfY4d8sAPD8BvfvVRsC05IBb3QHehLHXkBfus28bhiP685w/fOEwBwZBJdOBUNN6baIGLdbVuAUF9gsr5vy38S/vEl++UpN+divj730YRh5z89w+5/VPtTPf+WVzz/D27g2QAUCiyMQGi6XEBaFlxUg5iJNigLi9CKGt2mRBVwuAdOQ2I8FIXzg+7hcQoQm+AQOfw7+CwSQ9UoKcEagVmzApRngYkeSyyE/rtPNNQXW6iZH+yLMbi2JLTblm7VWU6BVG9RCC7ihJQAeoczagojAsWasCcucU9hRY/O+GW6HcQDZYBS4ZMkeC9jNz2iAD6CPzLBp8h1g4x4AlvcdT/WyIRwiECBg0VjBKKPJBEqzZcmQP5ZXzSpIrIeaD97as5zgHpSGHYZtNwdA7Xx53N6Jx27SUQym4DkmKuPXnm2VZ6isH7xk8GsutlUiywPgmbN+dbwFtmnNaHEFLB8He9ay0LGbHHMN5tqzFUcPGKsWaWxQMgl1i2MbDO7m3xZGubjFbhbz/TMDgB7oIwvwlWZzPEOLKxxoMwzgza4lix3HM8zL55yOP7bSXIdnghiQVhBYdhCV4CCDOBTjh0A0dHApMHkGbjbDF+YUQxEubs3iFGeLzzjmp7SM4zJNT+rtY710VTFMLDvWGW40yMmd8ZXmopKp9Ip8/qEo8izMCsqHNThmYW29orEVkEtBkoMB9tqzrCiF2xpwOZ4hAoEIJa3adzyIqjAtiiJMw/Z9wb2qhn9H5DaeMfac9XFiJZGZiYAL8YwSy/HUZ5YJgLN8WYohsANZXu8SODT6yAqXsGa1WKyVGRhn9CZVbq0ZGwFvTow3T+NaMsnvlFjOBGIG7lE17sY4jmdsq2cb8HLIvJ5atzyjxcJaKXQmHxPJqlBswU+YZry6mAMnAHLHM0lJJRU5Q1sQcxTjeH4mZAueFdFghMZQelfWrCRt4YplNIpp4Nhr5iPilfmB42z/bDmRTEShPG8RXgLWYM4ovGOesa44P4MzsYngdDo54JnfYzBvvaxoG5gom0thJNxQkAd2PIO3mpVy4cy2rc4z2Nrin1i/b40SzJ8+HEfCtY08DHcKMCJjzNEAOOZsZWuG64sdhNmtZlZ5Co6tmQAhzwUAGrUOadaVDE7cy3azpuJY02/t2APg5poBMTNNyTBna/IMbcsvNDjA/WaTnYiMpDUEPJMwK2MZLsOKPAM0Ie7RG0ySjcKxByAp8eVWktkHm+tZM2AYccsRxP02T4hjnpEEsgVzJdPUulJ9LcmgNRLXT4RG7lfYHs/AneadZF/WsRLP4PbvYpcWnDK7P29L1bMaJdM5syeadXgGp+zf6GM2wCmzjIwDt1VN5pXnhmDmZxg9BGtYM1yZR2xnsHLJlnkd84xkr/OE21VuTTQrSAYpRpyex82orW2U45kzUdk0M3MGdt9SlMt5Bie6xBSDu4Pqw+tDJJkjt5b8YHnCYp7BZJeYmOFkjho4rtAQPV9ct9m6w3OpNTMnu2YAjgPrXrub5iMwq2cVTtxgwdacLZOMTbJrGiBVHj9FG+SZkH0DLNMGi3jGKtk1CfDo3GZbuJBEmhA6ch8XS3O2xEAsCi+TnO84BI6zM/o7C9xss3UaYIE1A5aQnwxhDN+jc8wz7OpZBDugsS26FUsG17GU2GUFcLUFdzmQ/0AbiHhGIBm7ZjUpz+BWhnKWAMHI1c0ZZG2g3FATzZnNTZcZCOw6XrDKWCV0taMNihMiR+6NsMtqiqwZKozcWcb4UmaWlgZfBpSiHFPOTQJYmjPBHxsBwyxZNAn0TZgzTtzmmkVeMz8JgI+mxV1n8wwtn7DkDrHjyxbEProV7NfRbOPE/3OszBmXZ6o/AEfIGQbjS/mCvo6tmQyp4Dm1qdXk/bHoKjM3/u6hmOrAsMFKE7BT4FfPIuxn9hvYVKpzJIOG7A+LTD3El/KsAZwuNoNWkPFMKJCMTRqA8RhGR3/hku8LBQO/gv7uBoy1Z1vgVgIQLIjGnmfCZR4ZAJfB1ocyOM7OyCCSjMWqwtbWbNFEDAED/0Uq55pnZNaMn9IEWHRFW0oG17JaxDD4FyzuV3ZcPXtByVh0n9k9hjjXv3AuZQXBOK+eFV0+4Kc0rU6yMt1Y3LrMDqELvzxR7JhnZH+iSDIWjTQ21myNx32VzIrjjKagFwDAXBRAw5zTsZCMNDPsAEsVdx4ynhHpjMWUs5lnVtGYSdDmz/UejiYkoltnDUn1rFRnzH6D0XSzNaa3OX13b/r+NkFqS3rcrN5mmyDHPCOpnpXqjFmeJmsW8U1Zs9HmeY+t8x70WjLn17hVsNqs3mZrLcc8I5ptFuqMuVTTIJmAL5jO5vT9Te1JMq3XtPcz/IMas2BL+nVwSZ4xd0XP80xy5OdT2pvTq70cW3vQk2Rar1EyyDK4J715C8fErSfCW0m7hlBnjF3R86b7G8HzgAZKb06vbFm9wSmqCkqm/VpvSa82ozPas0B0D6whqp6V6kxseuZnrdk/Sar8yUCpzen/ONjUHg/ar/WW9IqbjFsFJy+IZ4xFtHOSCQWr2Xc2p/8T2bT2HvS1ZLqb3Os96YVb0q+Gi/KMcWGUGZ6BQEYwYUF2ifjl8ac/kxK096BXkultcl/HM0bJONYZaXZGpjOmdPM0z+hN+LlofOanT38ZbGqPIpnb5F4fTcAxz1wwowkoDQH8tDVTm/Bz0dmcfripPUqm/boDM88sT4rO4ZJ5M4wU5yU6KZmTf5Bod2dzeh1nzsQzHUi2pF8TsupZqc6YZpyneKYSli13N6dX8Qy97uQARvekt4hnhPfAKaQ6Ay7A7B2e4BmI/UUPUB/9vem1ZEZhzpw55hlZ9axYZwx9hBPWDPdRXAP9velnJGNjy1Z5WiZxWZ4xuQDjkkmlP22I7t7005KxyTVvsnpWVAeAMLgAozwTba2DUiPYIs8Y0yyTmHcBxngmOWxmErMLxzwjq54V64x3nM0CjFkz3LB3m3BbPSvjGVElIGE+CzAimVKSLrsM3NabCdaeBZhi+WlEs+uMD3kGbFlbq7uzxVY87QyOrZkMkl4AGwx5pvCLdxAHKh+2P1t83TjdsWRkuWbuqoC2GFizyv/vxHs611egYDrZlKvOCbu1sjKeYS88Y4m+ZIKD/38gEH37B7PFNjkUdxjpn8FZBNuiKBOGa8/SHIXG23fffTv2kwR9mlbo80yG3rnOEWtb1p4dhm9XtGdDa4Yzb1QUpV8vwmCZTnV1OPgVCgjFNPKTigVL78yhxzMVzYE+aGOmJNSeHcaXSoOugURLpqG9h8/4AouiVkA929yuucKrtyTTS2kgIv6WIVboWjPtl93rJ0NVwLRnh/HNK84J0z1o096PcARf67iMimdal1dXJ0HBn06SuZxz2pWM2iz9nIZU6tGZHb6qZFT1bJv24N7VRVHLoapnuzVXilkanVnnJ9mgwzOxijF1sVh90JsdvqZk0Jp1aA+irXNR1GJQ9Wz78vrqbclcUGdakkn0pIzymR8+1J5Ad3b4ijxDGc0O7cGNOxdFLQbxTPvy+uoa9xjjrfOTbNC2ZieVNb37ghLAQqPhbDHg2nPCHdpTVVGqKGoxwmf4p315XXPVwko/yQYtyWhbdo98R5QHv6aWQmt2+JrxjIcZqi7toYlZK56h6tlhzVULa/0kG7R4ZqyKqT9bDL/5xQztCHBCY7IoajGoetbd5Zlo8UzYcdMU+rPFV7ZlNDvRpb0VoeIZZ5dnop+dGaBLeVfVGI0u7a2IZ7IZzi7PhFEym4Ke0RstilqOOpZ3dHkmRusANguLZcEWQDZz5gpjdQDbhcNWXoBsfsYVbsuaucXPu2TE2OJs8xKUM3tb7zzTQFY9uwQluBpTwrktnhFNB1vj8jyDkpkSzm1Zs0nVXwWy6tkl0JIBDIVzW5Jxa80uj0YygJ5w4kNe5Pj/TcAv4FdVv+/6v3JxPDbXXv/yIyiOWig1OrteR7H+z/j/V/Xtmv/E+K35b93/4eJf8W9sXb390sV/uCp5gxlHbceF0bJm+S6WLaGWzK4tWwNJZteWDaLctWWjcLx5+44dLxVNNfCOLWEr09s7+mhXA+/YENrluvTGjo2gUw28Y0PoVAPv2BB6TTA7NoPNlOvu6GMr5bo7+tjjme1iG+W6O3bcJDzv/wFyPRcPNCHTJgAAAABJRU5ErkJggg==)

**Figure 2.1.** Relationship between the log-likelihood function and its lower-bound

Now ideology of GEM is explained in detail ■

The next section focuses on convergence of GEM algorithm proved by DLR (Dempster, Laird, & Rubin, 1977, pp. 7-10) but firstly we should discuss some features of *Q*(Θ’ | Θ). In special case of exponential family, *Q*(Θ’ | Θ) is modified by equation 2.9.

|  |  |
| --- | --- |
|  | (2.9) |

Where,

Following is a proof of equation 2.9.

Because *k*(*X* | *Y*, Θ) belongs exponential family, the expectation *E*(*τ*(*X*) | *Y*, Θ) is function of Θ, denoted *τ*Θ. It implies:

If *f*(*X*|Θ) belongs to regular exponential family, *Q*(Θ’ | Θ) gets maximal at the stationary point Θ\* so that the first-order derivative of *Q*(Θ’ | Θ) is zero. By referring to table 1.2, the first-order derivative of *Q*(Θ’ | Θ) with regard to Θ’ is:

Let *τ*(*t*) be the value of *τ*Θ at the *t*th iteration.

The equation above is indeed equation 2.6. The next parameter Θ(*t*+1) is determined at M-step as solution of the following equation.

The equation above is indeed equation 2.3. If *f*(*X*|Θ) belongs to curved exponential family, Θ(*t*+1) is determined as follows:

The equation above is indeed equation 2.7. Therefore, GEM shown in table 2.3 degrades into EM shown in table 2.1 and table 2.2 if *f*(*X*|Θ) belongs to exponential family. Of course, this recognition is trivial. Example 1.1 is also a good example for GEM when multinomial distribution belongs to exponential family and then we apply equation 2.7 into maximizing *Q*(Θ’ | Θ).

In practice, if *Y* is observed as particular *N* observations *Y*1, *Y*2,…, *YN*. Let = {*Y*1, *Y*2,…, *YN*} be the observed sample of size *N* with note that all *Yi* (s) are mutually independent and identically distributed (iid). Given an observation *Yi*, there is an associated random variable *Xi*. All *Xi* (s) are iid and they are not existent in fact. Each is a random variable like *X*. Of course, the domain of each *Xi* is ***X***. Let = {*X*1, *X*2,…, *XN*} be the set of associated random variables. Because all *Xi* (s) are iid, the joint PDF of is determined as follows:

Because all *Xi* (s) are iid and each *Yi* is associated with *Xi*, the conditional joint PDF of given is determined as follows:

The conditional expectation *Q*(Θ’ | Θ) given samples ***X*** and ***Y*** is determined as follows:

(Suppose *f*(*Xi* | Θ) and *k*(*Xj* | *Yj*, Θ) are analytic functions)

(Suppose *f*(*Xi* | Θ) and *k*(*Xj* | *Yj*, Θ) are analytic functions)

By taking Riemann integral on , we have:

As a result, the conditional expectation *Q*(Θ’ | Θ) given an observed sample = {*Y*1, *Y*2,…, *YN*} and a set of associated random variables = {*X*1, *X*2,…, *XN*} is specified as follows:

Note, all *Xi* (s) are iid and they are not existent in fact. Because all *Xi* are iid, let *X* be the random variable representing every *Xi* and the equation of *Q*(Θ’ | Θ) is re-written according to equation 2.10.

|  |  |
| --- | --- |
|  | (2.10) |

The similar proof of equation 2.10 in case that *Xi* (s) are discrete is found in (Bilmes, 1998, p. 4). In case that *f*(*X* | Θ) and *k*(*X* | *Yi*, Θ) belong to exponential family, equation 2.10 becomes equation 2.11 with an observed sample = {*Y*1, *Y*2,…, *YN*}.

|  |  |
| --- | --- |
|  | (2.11) |

Where,

Please combine equation 2.9 and equation 2.10 to comprehend how to derive equation 2.11. Note, is dependent on both Θ and *Yi*.

DLR (Dempster, Laird, & Rubin, 1977, p. 1) called ***X*** as *complete data* because the mapping *φ*: ***X*** → ***Y*** is many-one function. There is another case that the complete space ***Z*** consists of hidden space ***X*** and observed space ***Y*** with note that ***X*** and ***Y*** are separated. There is no explicit mapping *φ* from ***X*** and ***Y*** but there exists a PDF of as the joint PDF of and .

In this case, the equation 2.8 is modified with the joint PDF *f*(*X*, *Y* | Θ). The PDF of *Y* becomes:

The PDF *f*(*Y*|Θ) is equivalent to the PDF *g*(*Y*|Θ) mentioned in equation 1.34. Although there is no explicit mapping from ***X*** to ***Y***, the PDF of *Y* above implies an implicit mapping from ***Z*** to ***Y***. The conditional PDF of *X* given *Z* is specified according to Bayes’ rule as follows:

The conditional PDF *f*(*X*|*Y*, Θ) is equivalent to the conditional PDF *k*(*X*|*Y*, Θ) mentioned in equation 1.35. Of course, given *Y*, we always have:

Equation 2.12 specifies the conditional expectation *Q*(Θ’ | Θ) in case that there is no explicit mapping from ***X*** to ***Y*** but there exists the joint PDF of *X* and *Y*.

|  |  |
| --- | --- |
|  | (2.12) |

Where,

Note, ***X*** is separated from ***Y*** and the complete data ***Z*** = (***X***, ***Y***) is composed of ***X*** and ***Y***. For equation 2.12, the existence of the joint PDF *f*(*X*, *Y* | Θ) can be replaced by the existence of the conditional PDF *f*(*Y*|*X*, Θ) and the prior PDF *f*(*X*|Θ) due to:

In applied statistics, equation 2.8 is often replaced by equation 2.12 because specifying the joint PDF *f*(*X*, *Y* | Θ) is more practical than specifying the mapping *φ*: ***X*** → ***Y***. However, equation 2.8 is more general equation 2.12 because the requirement of the joint PDF for equation 2.12 is stricter than the requirement of the explicit mapping for equation 2.8. In case that *X* and *Y* are discrete, equation 2.12 becomes:

In case that *X* and *Y* are discrete, *P*(*X*, *Y* | Θ) is the joint probability of *X* and *Y* whereas *P*(*X* | *Y*, Θ) is the conditional probability of *X* given *Y*.

Equation 2.12 can be proved alternately without knowledge related to complete data (Sean, 2009). This proof is like the proof of equation 2.8. In fact, given hidden space ***X***, observed space ***Y***, and a joint PDF *f*(*X*, *Y* | Θ), the likelihood function *L*(Θ’) is re-defined here as log(*f*(*Y* | Θ’)). The maximizer is:

Suppose the current parameter is Θ after some iteration. Next we must find out the new estimate Θ\* that maximizes the next log-likelihood function *L*(Θ’). Suppose the total probability of observed data can be determined by marginalizing over hidden data:

The expansion of *f*(*Y* | Θ’)is total probability rule. The next log-likelihood function *L*(Θ’) is re-written:

Because hidden *X* is the complete set of mutually exclusive variables, the sum of conditional probabilities of *X* is equal to 1 given *Y* and Θ.

Where,

Applying Jensen’s inequality (Sean, 2009, pp. 3-4) with concavity of logarithm function

into *L*(Θ’), we have (Sean, 2009, p. 6):

Where,

Obviously, the lower-bound of *L*(Θ’) is:

As aforementioned, the lower-bound *lb*(Θ’|Θ) (Sean, 2009, pp. 7-8) is maximized over many iterations of the iterative process so that *L*(Θ’) is maximized finally. Because *H*(Θ|Θ) is constant with regard to Θ’, it is possible to eliminate *H*(Θ|Θ) so that maximizing *Q*(Θ’|Θ) is the same to maximizing the lower bound. In final, when GEM converges Θ(*t*) = Θ(*t*+1) = Θ\*, we have:

We have the proof ■

Mixture model mentioned in subsection 5.1 is a good example for GEM without explicit mapping from ***X*** to ***Y***. Another well-known example is three-coin toss example (Collins & Barzilay, 2005) which applies GEM into estimating parameters of binomial distributions without explicit mapping.

**Example 2.1.** There are three coins named coin 1, coin 2 and coin 3. Each coin has two sides such as head (*H*) side and tail (*T*) side. Let hidden random variable *X* represent coin 1 where *X* is binary (*X* = {*H*, *T*}). Let *θ*1 be probability of coin 1 receiving head side.

*θ*1 = *P*(*X*=*H*)

Of course, we have:

*P*(*X*=*T*) = 1 – *θ*1

Let observed random variable *Y* represent a sequence of tossing coin 2 or coin 3 three times. Such sequence depends on first tossing coin 1. For instance, if coin 1 shows head side (*X*=*H*), the sequence is result of tossing coin 2 three times. Otherwise, if coin 1 shows tail side (*X*=*T*), the sequence is result of tossing coin 3 three times. For example, suppose first tossing coin 1 results *X*=*H* then, a possible result *Y* = *HHT* means that we toss coin 2 three times resulting head, head, and tail from coin 2. Obviously, *X* is hidden and *Y* is observed. In this example, we observe that

*Y*=*HHT*

Suppose *Y* conforms binomial distribution as follows:

Where *θ*2 and *θ*3 are probabilities of coin 2 and coin 3 receiving head side, respectively. Note, *h* is the number of head side from trials of tossing coin 2 (if *X*=*H*) or coin 3 (if *X*=*T*).Similarly, *t* is the number of tail side from trials of tossing coin 2 (if *X*=*H*) or coin 3 (if *X*=*T*). The joint probability *P*(*X*, *Y*) is:

In short, we need to estimate Θ = (*θ*1, *θ*2, *θ*3)*T* from the observation *Y*=*HHT* by discrete version of *Q*(Θ’ | Θ). Given *Y*=*HHT*, we have *h*=2 and *t*=1. Thus, the probability *P*(*Y*|*X*) becomes:

The joint probability *P*(*X*, *Y*) becomes:

The probability of *Y* is calculated as follows:

The conditional probability of *X* given *Y* is determined as follows:

The discrete version of *Q*(Θ’ | Θ) is determined as follows:

Note, *Q*(Θ’|Θ) is function of Θ’ = (*θ*1’, *θ*2’, *θ*3’)*T*. The next parameter Θ(*t*+1) = (*θ*1(*t*+1), *θ*2(*t*+1), *θ*3(*t*+1))*T* is a maximizer of *Q*(Θ’|Θ) with regard to Θ’, which is solution of the equation created by setting the first-order derivative of *Q*(Θ’|Θ) to be zero with note that the current parameter is Θ(*t*) = Θ.

The first-order partial derivative of *Q*(Θ’|Θ) with regard to *θ*1’ is:

Setting this partial derivative to be zero, we obtain:

Therefore, in M-step, given current parameter Θ(*t*) = (*θ*1(*t*), *θ*2(*t*), *θ*3(*t*))*T*, the next partial parameter *θ*1(*t*+1) is calculated as follows:

The first-order partial derivative of *Q*(Θ’|Θ) with regard to *θ*2’ is:

Setting this partial derivative to be zero, we obtain:

Therefore, in M-step, given current parameter Θ(*t*) = (*θ*1(*t*), *θ*2(*t*), *θ*3(*t*))*T*, the next partial parameter *θ*2(*t*+1) is fixed:

The first-order partial derivative of *Q*(Θ’|Θ) with regard to *θ*3’ is:

Setting this partial derivative to be zero, we obtain:

Therefore, in M-step, given current parameter Θ(*t*) = (*θ*1(*t*), *θ*2(*t*), *θ*3(*t*))*T*, the next partial parameter *θ*3(*t*+1) is fixed:

In short, in M-step of some *t*th iteration, given current parameter Θ(*t*) = (*θ*1(*t*), *θ*2(*t*), *θ*3(*t*))*T*, only *θ*1(*t*+1) is updated whereas both *θ*2(*t*+1) and *θ*3(*t*+1) are fixed with observation *Y*=*HHT*.

For instance, let Θ(0) = (*θ*1(0), *θ*2(0), *θ*3(0))*T* be initialized arbitrarily as *θ*1(0) = *θ*2(0) = *θ*3(0) = 0.5, at the first iteration, we obtain:

At the second iteration with current parameter Θ(1) = (*θ*1(1)=0.5, *θ*2(1)=2/3, *θ*3(1)=2/3)*T*, we obtain:

As a result, GEM inside this example converges at the second iteration with final estimate Θ(1) = Θ(2) = Θ\* = (*θ*1\*=0.5, *θ*2\*=2/3, *θ*3\*=2/3)*T* ■

In practice, suppose *Y* is observed as a sample = {*Y*1, *Y*2,…, *YN*} of size *N* with note that all *Yi* (s) are mutually independent and identically distributed (iid). The observed sample is associated with a a hidden set (latent set) = {*X*1, *X*2,…, *XN*} of size *N*. All *Xi* (s) are iid and they are not existent in fact. Let be the random variable representing every *Xi*. Of course, the domain of *X* is ***X***. Equation 2.13 specifies the conditional expectation *Q*(Θ’ | Θ) given such .

|  |  |
| --- | --- |
|  | (2.13) |

Equation 2.13 is a variant of equation 2.10 in case that there is no explicit mapping between *Xi* and *Yi* but there exists the same joint PDF between *Xi* and *Yi*. Please see the proof of equation 2.10 to comprehend how to derive equation 2.13. If both *X* and *Y* are discrete, equation 2.13 becomes:

|  |  |
| --- | --- |
|  | (2.14) |

If *X* is discrete and *Y* is continuous such that *f*(*X*, *Y* | Θ) = *P*(*X*|Θ)*f*(*Y* | *X*, Θ) then, according to the total probability rule, we have:

Note, when only *X* is discrete, its PDF *f*(*X*|Θ) becomes the probability *P*(*X*|Θ). Therefore, equation 2.15 is a variant of equation 2.13, as follows:

|  |  |
| --- | --- |
|  | (2.15) |

Where *P*(*X* | *Yi*, Θ) is determined by Bayes’ rule, as follows:

Equation 2.15 is the base for estimating the probabilistic mixture model by EM algorithm, which will be described later in detail. Some other properties of GEM will be mentioned in next section.

# **3. Properties and convergence of EM algorithm**

Recall that DLR proposed GEM algorithm which aims to maximize the log-likelihood function *L*(Θ) by maximizing *Q*(Θ’ | Θ) over many iterations. This section focuses on mathematical explanation of the convergence of GEM algorithm given by DLR (Dempster, Laird, & Rubin, 1977, pp. 6-9). Recall that we have:

Let *H*(Θ’ | Θ) be another conditional expectation which has strong relationship with *Q*(Θ’ | Θ) (Dempster, Laird, & Rubin, 1977, p. 6).

|  |  |
| --- | --- |
|  | (3.1) |

From equation 2.8 and equation 3.1, we have:

|  |  |
| --- | --- |
|  | (3.2) |

Following is a proof of equation 3.2.

**Lemma3.1** (Dempster, Laird, & Rubin, 1977, p. 6). For any pair (Θ’, Θ) in Ω x Ω,

|  |  |
| --- | --- |
|  | (3.3) |

The equality occurs if and only if *k*(*X* | *Y*, Θ’) = *k*(*X* | *Y*, Θ) almost everywhere ■

Following is a proof of lemma 3.1 as well as equation 3.3. The log-likelihood function *L*(Θ’) is re-written as follows:

Due to

By applying Jensen’s inequality (Sean, 2009, pp. 3-4) with concavity of logarithm function

into *L*(Θ’), we have (Sean, 2009, p. 6):

(Due to *Q*(Θ’|Θ) = *L*(Θ’) + *H*(Θ’|Θ))

It implies:

According to Jensen’s inequality (Sean, 2009, pp. 3-4), the equality *H*(Θ’|Θ) = *H*(Θ|Θ) occurs if and only if *k*(*X* | *Y*, Θ’) is linear or *f*(*X* | Θ’) is constant. In other words, the equality occurs if and only if *k*(*X* | *Y*, Θ’) = *k*(*X* | *Y*, Θ) almost everywhere when *f*(*X* | Θ) is not constant and *k*(*X* | *Y*, Θ’) is a PDF ■

We also have the lower-bound of *L*(Θ’), denoted *lb*(Θ’|Θ) as follows:

*lb*(Θ’|Θ) = *Q*(Θ’|Θ) – *H*(Θ|Θ)

Obviously, we have:

*L*(Θ’) ≥ *lb*(Θ’|Θ)

As aforementioned, the lower-bound *lb*(Θ’|Θ) is maximized over many iterations of the iterative process so that *L*(Θ’) is maximized finally. Such lower-bound is determined indirectly by *Q*(Θ’|Θ) so that maximizing *Q*(Θ’|Θ) with regard to Θ’ is the same to maximizing *lb*(Θ’|Θ) because *H*(Θ|Θ) is constant with regard to Θ’.

Let be a sequence of estimates of Θ resulted from iterations of EM algorithm. Let Θ → *M*(Θ) be the mapping such that each estimation Θ(*t*) → Θ(*t*+1) at any given iteration is defined by equation 3.4 (Dempster, Laird, & Rubin, 1977, p. 7).

|  |  |
| --- | --- |
|  | (3.4) |

**Definition 3.1** (Dempster, Laird, & Rubin, 1977, p. 7). An iterative algorithm with mapping *M*(Θ) is a GEM algorithm if

|  |  |
| --- | --- |
|  | (3.5) |

Of course, specification of GEM shown in table 2.3 satisfies the definition 3.1 because Θ(*t*+1) is a maximizer of *Q*(Θ | Θ(*t*)) with regard to variable Θ in M-step.

**Theorem 3.1** (Dempster, Laird, & Rubin, 1977, p. 7). For every GEM algorithm

|  |  |
| --- | --- |
|  | (3.6) |

Where equality occurs if and only if *Q*(*M*(Θ) | Θ) = *Q*(Θ | Θ) and *k*(*X* | *Y*, *M*(Θ)) = *k*(*X* | *Y*, Θ) almost everywhere ■

Following is the proof of theorem 3.1 (Dempster, Laird, & Rubin, 1977, p. 7):

Because the equality of lemma 3.1 occurs if and only if *k*(*X* | *Y*, Θ’) = *k*(*X* | *Y*, Θ) almost everywhere and the equality of the definition 3.1 is *Q*(*M*(Θ) | Θ) = *Q*(Θ | Θ), we deduce that the equality of theorem 3.1 occurs if and only if *Q*(*M*(Θ) | Θ) = *Q*(Θ | Θ) and *k*(*X* | *Y*, *M*(Θ)) = *k*(*X* | *Y*, Θ) almost everywhere. It is easy to draw corollary 3.1 and corollary 3.2 from definition 3.1 and theorem 3.1.

**Corollary 3.1** (Dempster, Laird, & Rubin, 1977). Suppose for some , *L*(Θ*\**) ≥ *L*(Θ) for all then for every GEM algorithm:

1. *L*(*M*(Θ*\**)) = *L*(Θ*\**)
2. *Q*(*M*(Θ*\**) | Θ*\**) = *Q*(Θ*\** | Θ*\**)
3. *k*(*X* | *Y*, *M*(Θ*\**)) = *k*(*X* | *Y*, Θ*\**) ■

*Proof*. From theorem 3.1 and the assumption of corollary 3.1, we have:

This implies:

As a result,

From theorem 3.1, we also have:

**Corollary 3.2** (Dempster, Laird, & Rubin, 1977). If for some , *L*(Θ*\**) > *L*(Θ) for all such that Θ ≠ Θ\*, then for every GEM algorithm:

*M*(Θ*\**) = Θ*\** ■

*Proof*. From corollary 3.1 and the assumption of corollary 3.2, we have:

If *M*(Θ*\**) ≠ Θ*\**, there is a contradiction *L*(*M*(Θ*\**)) = *L*(Θ*\**) > *L*(*M*(Θ*\**)). Therefore, we have *M*(Θ*\**) = Θ*\** ■

**Theorem 3.2** (Dempster, Laird, & Rubin, 1977, p. 7). Suppose is the sequence of estimates resulted from GEM algorithm such that:

1. The sequence is bounded above, and
2. *Q*(Θ(*t*+1) | Θ(*t*)) – *Q*(Θ(*t*) | Θ(*t*)) ≥ *ξ*(Θ(*t*+1) – Θ(*t*))*T*(Θ(*t*+1) – Θ(*t*)) for some scalar *ξ* > 0 and all *t*.

Then the sequence converges to some Θ*\** in the closure of Ω ■

*Proof*. The sequence is non-decreasing according to theorem 3.1 and is bounded above according to the assumption 1 of theorem 3.2 and hence, the sequence converges to some *L\** < +∞. According to Cauchy criterion (Dinh, Pham, Nguyen, & Ta, 2000, p. 34), for all *ε* > 0, there exists a *t*(*ε*) such that, for all *t* ≥ *t*(*ε*) and all *v* ≥ 1:

By applying equation 3.2 and equation 3.3, for all *i* ≥ 1, we obtain:

(Due to *L*(Θ(*t*+*i*–1)) = *Q*(Θ(*t*+*i*–1) | Θ(*t*+*i*–1)) – *H*(Θ(*t*+*i*–1) | Θ(*t*+*i*–1)) according to equation 3.2)

It implies

By applying *v* times the assumption 2 of theorem 3.2, we obtain:

It means that

Where,

Notation |.| denotes length of vector and so |Θ(*t*+*i*) – Θ(*t+i* –1)| is distance between Θ(*t*+*i*) and Θ(*t*+*i* –1). Applying triangular inequality, for any *ε* > 0, for all *t* ≥ *t*(*ε*) and all *v* ≥ 1, we have:

According to Cauchy criterion, the sequence converges to some Θ*\** in the closure of Ω.

Theorem 3.1 indicates that *L*(Θ) is non-decreasing on every iteration of GEM algorithm and is strictly increasing on any iteration such that *Q*(Θ(*t*+1) | Θ(*t*)) > *Q*(Θ(*t*) | Θ(*t*)). The corollaries 3.1 and 3.2 indicate that the optimal estimate is a fixed point of GEM algorithm. Theorem 3.2 points out convergence condition of GEM algorithm but does not assert the converged point Θ\* is maximizer of *L*(Θ). So, we need mathematical tools of derivative and differential to prove convergence of GEM to a maximizer Θ\*. We assume that *Q*(Θ’ | Θ), *L*(Θ), *H*(Θ’ | Θ), and *M*(Θ) are smooth enough. As a convention for derivatives of bivariate function, let *Dij* denote as the derivative (differential) by taking *i*th-order partial derivative (differential) with regard to first variable and then, taking *j*th-order partial derivative (differential) with regard to second variable. If *i* = 0 (*j* = 0) then, there is no partial derivative with regard to first variable (second variable). For example, following is an example of how to calculate the derivative *D*11*Q*(Θ(*t*) | Θ(*t*+1)).

* Firstly, we determine
* Secondly, we substitute Θ(*t*) and Θ(*t*+1) for such *D*11*Q*(Θ’ | Θ) to obtain *D*11*Q*(Θ(*t*) | Θ(*t*+1)).

Equation 3.1 shows some derivatives (differentials) of *Q*(Θ’ | Θ), *H*(Θ’ | Θ), *L*(Θ), and *M*(Θ).

|  |
| --- |
|  |

**Table 3.1.** Some differentials of *Q*(Θ’ | Θ), *H*(Θ’ | Θ), *L*(Θ), and *M*(Θ)

When Θ’ and Θ are vectors, *D*10(…) is gradient vector and *D*20(…) is Hessian matrix. As a convention, let **0** = (0, 0,…, 0)*T* be zero vector.

**Lemma 3.2** (Dempster, Laird, & Rubin, 1977, p. 8). For all Θ in Ω,

|  |  |
| --- | --- |
|  | (3.7) |

|  |  |
| --- | --- |
|  | (3.8) |

|  |  |
| --- | --- |
|  | (3.9) |

|  |  |
| --- | --- |
|  | (3.10) |

|  |  |
| --- | --- |
|  | (3.11) |

|  |  |
| --- | --- |
|  | (3.12) |

Note, *VN*(.) denotes non-central variance (non-central covariance matrix). Followings are proofs of equation 3.7, equation 3.8, equation 3.9, equation 3.10, equation 3.11, and equation 3.12. In fact, we have:

It implies:

Thus, equation 3.7 is proved.

We also have:

It implies:

We also have:

It implies:

Hence, equation 3.8 and equation 3.9 are proved.

From equation 3.2, we have:

We also have:

It implies:

Thus, equation 3.10 is proved.

We have:

(Hence, equation 3.11 is proved)

It implies:

Due to:

We have:

Therefore, equation 3.12 is proved ■

**Lemma 3.3** (Dempster, Laird, & Rubin, 1977, p. 9). If *f*(*X* | Θ) and *k*(*X* | *Y*, Θ) belong to exponential family, for all Θ in Ω, we have:

|  |  |
| --- | --- |
|  | (3.13) |

|  |  |
| --- | --- |
|  | (3.14) |

|  |  |
| --- | --- |
|  | (3.15) |

|  |  |
| --- | --- |
|  | (3.16) |

*Proof*. If *f*(*X* | Θ’) and *k*(*X* | *Y*, Θ’) belong to exponential family, from table 1.2 we have:

And,

And,

And,

Hence,

We have:

We have:

We have:

**Theorem 3.3** (Dempster, Laird, & Rubin, 1977, p. 8). Suppose the sequence is an instance of GEM algorithm such that

Then for all *t*, there exists a Θ0(*t*+1) on the line segment joining Θ(*t*) and Θ(*t*+1) such that

Furthermore, if *D*20*Q*(Θ0(*t*+1) | Θ(*t*)) is negative definite, and the sequence is bounded above then, the sequence converges to some Θ*\** in the closure of Ω ■

Note, if Θ is a scalar parameter, *D*20*Q*(Θ0(*t*+1) | Θ(*t*)) degrades as a scalar and the concept “negative definite” becomes “negative” simply. Following is a proof of theorem 3.3.

*Proof*. Second-order Taylor series expending for *Q*(Θ | Θ(*t*)) at Θ = Θ(*t*+1) to obtain:

Where Θ0(*t*+1) is on the line segment joining Θ and Θ(*t*+1). Let Θ = Θ(*t*), we have:

If *D*20*Q*(Θ(*t*+1) | Θ(*t*)) is negative definite then,

Whereas,

So, for all *t*, there exists some *ξ* > 0 such that

In other words, the assumption 2 of theorem 3.2 is satisfied and hence, the sequence converges to some Θ*\** in the closure of Ω if the sequence is bounded above ■

**Theorem 3.4** (Dempster, Laird, & Rubin, 1977, p. 9). Suppose the sequence is an instance of GEM algorithm such that

1. The sequence converges to Θ*\** in the closure of Ω.
2. *D*10*Q*(Θ(*t*+1) | Θ(*t*)) = **0***T* for all *t*.
3. *D*20*Q*(Θ(*t*+1) | Θ(*t*)) is negative definite for all *t*.

Then *DL*(Θ*\**) = **0***T*, *D*20*Q*(Θ*\** | Θ*\**) is negative definite, and

|  |  |
| --- | --- |
|  | (3.17) |

The notation “–1” denotes inverse of matrix. Note, *DM*(Θ*\**) is differential of *M*(Θ) at Θ = Θ\*, which implies convergence rate of GEM algorithm. Obviously, Θ\* is local maximizer due to *DL*(Θ*\**) = **0***T* and *D*20*Q*(Θ*\** | Θ*\**). Followings are proofs of theorem 3.4.

From equation 3.2, we have:

When *t* approaches +∞ such that Θ(*t*) = Θ(*t*+1) = Θ*\** then, *D*10*H*(Θ*\** | Θ*\**) is zero according to equation 3.7 and so we have:

*DL*(Θ*\**) = **0***T*

Of course, *D*20*Q*(Θ*\** | Θ*\**) is negative definite because *D*20*Q*(Θ(*t*+1) | Θ(*t*)) is negative definite, when *t* approaches +∞ such that Θ(*t*) = Θ(*t*+1) = Θ*\**.

By first-order Taylor series expansion for *D*10*Q*(Θ2 | Θ1) as a function of Θ1 at Θ1 = Θ*\** and as a function of Θ2 at Θ2 = Θ*\**, respectively, we have:

Where *R*1(Θ1) and *R*2(Θ2) are remainders. By summing such two series, we have:

By substituting Θ1 = Θ(*t*) and Θ2 = Θ(*t*+1), we have:

Due to *D*10*Q*(Θ(*t*+1) | Θ(*t*)) = **0***T*, we obtain:

It implies:

Multiplying two sides of the equation above by *D*20*Q*(Θ*\** | Θ(*t*))–1 and letting *M*(Θ(*t*)) = Θ(*t*+1), *M*(Θ\*) = Θ\*, we obtain:

Let *t* approach +∞ such that Θ(*t*) = Θ(*t*+1) = Θ*\**, we obtain *DM*(Θ*\**) as differential of *M*(Θ) at Θ*\** as follows:

|  |  |
| --- | --- |
|  | (3.18) |

Due to, when *t* approaches +∞, we have:

The derivative *D*11*Q*(Θ’ | Θ) is expended as follows:

It implies:

(Due to theorem 3.4)

(Due to equation 3.8)

Therefore, equation 3.18 becomes equation 3.17.

Finally, theorem 3.4 is proved. By combination of theorems 3.2 and 3.4, I propose corollary 3.3 as a convergence criterion to local maximizer of GEM.

**Corollary 3.3.** If an algorithm satisfies three following assumptions:

1. *Q*(*M*(Θ(*t*)) | Θ(*t*)) > *Q*(Θ(*t*) | Θ(*t*)) for all *t*.
2. The sequence is bounded above.
3. *D*10*Q*(Θ*\** | Θ*\**) = **0***T* and *D*20*Q*(Θ*\** | Θ*\**) negative definite with suppose that Θ*\** is the converged point.

Then,

1. Such algorithm is an GEM and converges to a local maximizer Θ*\** of *L*(Θ) such that *DL*(Θ*\**) = **0***T* and *D*2*L*(Θ*\**) negative definite.
2. Equation 3.17 is obtained ■

The assumption 1 of corollary 3.3 implies that the given algorithm is a GEM according to definition 3.1. From such assumption, we also have:

So there exists some *ξ* > 0 such that

In other words, the assumption 2 of theorem 3.2 is satisfied and hence, the sequence converges to some Θ*\** in the closure of Ω when the sequence is bounded above according to the assumption 2 of corollary 3.3. From equation 3.2, we have:

When *t* approaches +∞ such that Θ(*t*) = Θ(*t*+1) = Θ*\** then,

*DL*(Θ*\**) = *D*10*Q*(Θ*\** | Θ*\**) – *D*10*H*(Θ*\** | Θ*\**)

*D*10*H*(Θ*\** | Θ*\**) is zero according to equation 3.7. Hence, along with the assumption 3 of corollary 3.3, we have:

*DL*(Θ*\**) = *D*10*Q*(Θ*\** | Θ*\**) = **0***T*

Due to *DL*(Θ*\**) = 0, we only assert here that the given algorithm converges to Θ*\** as a stationary point of *L*(Θ). Later on, we will prove that Θ*\** is a local maximizer of *L*(Θ) when *Q*(*M*(Θ(*t*)) | Θ(*t*)) > *Q*(Θ(*t*) | Θ(*t*)), *DL*(Θ*\**) = 0, and *D*20*Q*(Θ*\** | Θ*\**) negative definite. Due to *D*10*Q*(Θ*\** | Θ*\**) = **0***T*, we obtain equation 3.17. Please see the proof of equation 3.17 ■

By default, suppose all GEM algorithms satisfy the assumptions 2 and 3 of corollary 3.3. Thus, we only check the assumption 1 to verify whether a given algorithm is a GEM which converges to local maximizer Θ*\**. Note, if the assumption 1 of corollary 3.3 is replaced by “*Q*(*M*(Θ(*t*)) | Θ(*t*)) ≥ *Q*(Θ(*t*) | Θ(*t*)) for all *t*” then, Θ*\** is only asserted to be a stationary point of *L*(Θ) such that *DL*(Θ*\**) = **0***T*. Wu (Wu, 1983) gave a deep research on convergence of GEM in her/his article “On the Convergence Properties of the EM Algorithm”. Please read this article for more details about convergence of GEM.

Because *H*(Θ’ | Θ) and *Q*(Θ’ | Θ) are smooth enough, *D*20*H*(Θ*\** | Θ*\**) and *D*20*Q*(Θ*\** | Θ*\**) are symmetric matrices according to Schwarz’s theorem (Wikipedia, Symmetry of second derivatives, 2018). Thus, *D*20*H*(Θ*\** | Θ*\**) and *D*20*Q*(Θ*\** | Θ*\**) are commutative:

*D*20*H*(Θ*\** | Θ*\**)*D*20*Q*(Θ*\** | Θ*\**) = *D*20*Q*(Θ*\** | Θ*\**)*H*20*Q*(Θ*\** | Θ*\**)

Suppose both *D*20*H*(Θ*\** | Θ*\**) and *D*20*Q*(Θ*\** | Θ*\**) are diagonalizable then, they are simultaneously diagonalizable (Wikipedia, Commuting matrices, 2017). Hence there is an (orthogonal) eigenvector matrix *U* such that (Wikipedia, Diagonalizable matrix, 2017) (StackExchange, 2013):

Where *He\** and *Qe\** are eigenvalue matrices of *D*20*H*(Θ*\** | Θ*\**) and *D*20*Q*(Θ*\** | Θ*\**), respectively, according to equation 3.19 and equation 3.20. Of course, *h*1*\**, *h*2*\**,…, *hr\** are eigenvalues of *D*20*H*(Θ*\** | Θ*\**) whereas *q*1*\**, *q*2*\**,…, *qr\** are eigenvalues of *D*20*Q*(Θ*\** | Θ*\**).

|  |  |
| --- | --- |
|  | (3.19) |

|  |  |
| --- | --- |
|  | (3.20) |

From equation 3.17, *DM*(Θ*\**) is decomposed as seen in equation 3.21.

|  |  |
| --- | --- |
|  | (3.21) |

Let *Me\** be eigenvalue matrix of *DM*(Θ*\**), specified by equation 3.17. As a convention *Me\** is called convergence matrix.

|  |  |
| --- | --- |
|  | (3.22) |

Of course, all *mi\** = *hi\** / *qi\** are eigenvalues of *DM*(Θ*\**) with assumption *qi\** < 0 for all *i*. We will prove that 0 ≤ *mi\** ≤ 1 for all *i* by contradiction. Conversely, suppose we *always* have *mi\** > 1 or *mi\** < 0 for some *i*. When Θ degrades into scalar as Θ = *θ* with note that scalar is 1-element vector, equation 3.17 is re-written as equation 3.23:

|  |  |
| --- | --- |
|  | (3.23) |

From equation 3.23, the next estimate *θ*(*t*+1) approaches*θ\** when *t* → +∞ and so we have:

So equation 3.24 is a variant of equation 3.23 (McLachlan & Krishnan, 1997, p. 120).

|  |  |
| --- | --- |
|  | (3.24) |

Because the sequence is non-decreasing, the sequence is monotonous. This means:

Or

It implies

So we have

However, this contradicts the converse assumption “there always exists *mi\** > 1 or *mi\** < 0 for some *i*”. Therefore, we conclude that 0 ≤ *mi\** ≤ 1 for all *i*. In general, if Θ*\** is stationary point of GEM then*, D*20*Q*(Θ*\** | Θ*\**) and *Qe\** are negative definite, *D*20*H*(Θ*\** | Θ*\**) and *He\** are negative semi-definite, and *DM*(Θ*\**) and *Me\** are positive semi-definite, according to equation 3.25.

|  |  |
| --- | --- |
|  | (3.25) |

As a convention, if GEM algorithm fortunately stops at the first iteration such that Θ(1) = Θ(2) = Θ*\** then, *mi\** = 0 for all *i*.

Suppose Θ(*t*) = (*θ*1(*t*), *θ*2(*t*),…, *θr*(*t*)) at current *t*th iteration and Θ*\** = (*θ*1*\**, *θ*2*\**,…, *θr\**), each *mi\** measures how much the next *θi*(*t*+1) is near to *θi*\*. In other words, the smaller the *mi\** (s) are, the faster the GEM is and so the better the GEM is. This is why DLR (Dempster, Laird, & Rubin, 1977, p. 10) defined that the convergence rate *m\** of GEM is the maximum one among all *mi\**, as seen in equation 3.26. The convergence rate *m\** implies lowest speed.

|  |  |
| --- | --- |
|  | (3.26) |

From equation 3.2 and equation 3.17, we have (Dempster, Laird, & Rubin, 1977, p. 10):

Where *I* is identity matrix:

By the same way to draw convergence matrix *Me\** with note that *D*20*H*(Θ*\** | Θ*\**), *D*20*Q*(Θ*\** | Θ*\**), and *DM*(Θ*\**) are symmetric matrices, we have:

|  |  |
| --- | --- |
|  | (3.27) |

Where *Le\** is eigenvalue matrix of *D*2*L*(Θ*\**). From equation 3.27, each eigenvalue *li\** of *Le\** is proportional to each eigenvalues *qi\** of *Qe\** with ratio 1–*mi\** where *mi\** is an eigenvalue of *Me\**. Equation 3.28 specifies a so-called speed matrix *Se\**:

|  |  |
| --- | --- |
|  | (3.28) |

This implies

From equation 3.25 and equation 3.28, we have 0 ≤ *si\** ≤ 1. Equation 3.29 specifies *Le\** which is eigenvalue matrix of *D*2*L*(Θ*\**).

|  |  |
| --- | --- |
|  | (3.29) |

From equation 3.28, suppose Θ(*t*) = (*θ*1(*t*), *θ*2(*t*),…, *θr*(*t*)) at current *t*th iteration and Θ*\** = (*θ*1*\**, *θ*2*\**,…, *θr\**), each *si\** = 1–*mi\** is really the speed that the next *θi*(*t*+1) moves to *θi*\*. From equation 3.26 and equation 3.28, equation 3.30 specifies the speed *s\** of GEM algorithm.

|  |  |
| --- | --- |
| Where, | (3.30) |

As a convention, if GEM algorithm fortunately stops at the first iteration such that Θ(1) = Θ(2) = Θ*\** then, *s\** = 1.

For example, when Θ degrades into scalar as Θ = *θ*, the fourth column of table 1.2 (Dempster, Laird, & Rubin, 1977, p. 3) gives sequences which approaches *Me\** = *DM*(*θ\**) through many iterations by the following ratio to determine the limit in equation 3.23 with *θ*\* = 0.6268.

In practice, if GEM is run step by step, *θ\** is not known yet at some *t*th iteration when GEM does not converge yet. Hence, equation 3.24 (McLachlan & Krishnan, 1997, p. 120) is used to make approximation of *Me\** = *DM*(*θ\**) with unknown *θ\** and *θ*(*t*) ≠ *θ*(*t*+1).

It is required only two successive iterations because both *θ*(*t*) and *θ*(*t*+1) are determined at *t*th iteration whereas *θ*(*t*+2) is determined at (*t*+1)th iteration. For example, in table 1.2, given *θ*(1) = 0.5, *θ*(2) = 0.6082, and *θ*(3) = 0.6243, at *t* = 1, we have:

Whereas the real *Me\** = *DM*(*θ\**) is 0.1465 shown in the fourth column of table 1.2 at *t* = 1.

We will prove by contradiction that if definition 3.1 is satisfied strictly such that *Q*(*M*(Θ(*t*)) | Θ(*t*)) > *Q*(Θ(*t*) | Θ(*t*)) then, *li\** < 0 for all *i*. Conversely, suppose we *always* have *li\** ≥ 0 for some *i* when *Q*(*M*(Θ(*t*)) | Θ(*t*)) > *Q*(Θ(*t*) | Θ(*t*)). Given Θ degrades into scalar as Θ = *θ* with note that scalar is 1-element vector, when *Q*(*M*(Θ(*t*)) | Θ(*t*)) > *Q*(Θ(*t*) | Θ(*t*)), the sequence is strictly increasing, which in turn causes that the sequence is strictly monotonous. This means:

Or

It implies

So we have

From equation 3.29, we deduce that *D*2*L*(*θ\**) = *Le\** = *Se\*Qe\** < 0 where *Qe\** = *D*20*Q*(*θ\** | *θ\**) < 0. However, this contradicts the converse assumption “there always exists *li\** ≥ 0 for some *i* when *Q*(*M*(Θ(*t*)) | Θ(*t*)) > *Q*(Θ(*t*) | Θ(*t*))”. Therefore, if *Q*(*M*(Θ(*t*)) | Θ(*t*)) > *Q*(Θ(*t*) | Θ(*t*)) then, *li\** < 0 for all *i.* In other words, at that time, *D*2*L*(Θ*\**) = *Le\** is negative definite. Recall that we proved that *DL*(Θ*\**) = 0 for corollary 3.3. Now we have *D*2*L*(Θ*\**) negative definite, which means that Θ*\** is a local maximizer of *L*(Θ*\**) in corollary 3.3. In other words, corollary 3.3 is proved.

Recall that *L*(Θ) is the log-likelihood function of observed *Y* according to equation 2.3.

Both –*D*20*H*(Θ*\** | Θ*\**) and –*D*20*Q*(Θ*\** | Θ*\**) are information matrices (Zivot, 2009, pp. 7-9) specified by equation 3.31.

|  |  |
| --- | --- |
|  | (3.31) |

*IH*(Θ*\**) measures information of *X* about Θ*\** with support of *Y* whereas *IQ*(Θ*\**) measures information of *X* about Θ*\**. In other words, *IH*(Θ*\**) measures observed information whereas *IQ*(Θ*\**) measures hidden information. Let *VH*(Θ*\**) and *VQ*(Θ*\**) be covariance matrices of Θ*\** with regard to *IH*(Θ*\**) and *IQ*(Θ*\**), respectively. They are inverses of *IH*(Θ*\**) and *IQ*(Θ*\**) according to equation 3.32 when Θ*\** is unbiased estimate.

|  |  |
| --- | --- |
|  | (3.32) |

Equation 3.33 is a variant of equation 3.17 to calculate *DM*(Θ*\**) based on information matrices:

|  |  |
| --- | --- |
|  | (3.33) |

If *f*(*X* | Θ), *g*(*Y* | Θ) and *k*(*X* | *Y*, Θ) belong to exponential family, from equation 3.14 and equation 3.16, we have:

Hence, equation 3.34 specifies *DM*(Θ*\**) in case of exponential family.

|  |  |
| --- | --- |
|  | (3.34) |

Equation 3.35 specifies relationships among *VH*(Θ*\**), *VQ*(Θ*\**), *V*(*τ*(*X*) | *Y*, Θ*\**), and *V*(*τ*(*X*) | Θ*\**) in case of exponential family.

|  |  |
| --- | --- |
|  | (3.35) |

# **4. Variants of EM algorithm**

The main purpose of EM algorithm (GEM algorithm) is to maximize the log-likelihood *L*(Θ) = log(*g*(*Y* | Θ)) with observed data *Y* by maximizing the condition expectation *Q*(Θ’ | Θ). Such *Q*(Θ’ | Θ) is defined fixedly in E-step. Therefore, most variants of EM algorithm focus on how to maximize *Q*(Θ’ | Θ) in M-step more effectively so that EM is faster or more accurate.

## **4.1. EM with prior probability**

DLR (Dempster, Laird, & Rubin, 1977, pp. 6, 11) mentioned that the convergence rate *DM*(Θ*\**) specified by equation 3.17 can be improved by adding a prior probability *π*(Θ) in conjugation with *f*(*X* | Θ), *g*(*Y* | Θ) or *k*(*X* | *Y*, Θ) according to maximum a posteriori probability (MAP) method (Wikipedia, Maximum a posteriori estimation, 2017). For example, if *π*(Θ) in conjugation with *g*(*Y* | Θ) then, the posterior probability *π*(Θ | *Y*) is:

Because is constant with regard to Θ, the optimal likelihood-maximization estimate Θ*\** is a maximizer of *g*(*Y* | Θ)*π*(Θ). When π(Θ) is conjugate prior of the posterior probability *π*(Θ | *X*) (or *π*(Θ | *Y*)), both *π*(Θ) and *π*(Θ | *X*) (or *π*(Θ | *Y*)) have the same distributions (Wikipedia, Conjugate prior, 2018); for example, if *π*(Θ) is distributed normally, *π*(Θ | *X*) (or *π*(Θ | *Y*)) is also distributed normally.

For GEM algorithm, the log-likelihood function associated MAP method is specified by equation 4.1.1 with note that *π*(Θ) is non-convex function.

|  |  |
| --- | --- |
|  | (4.1.1) |

It implies from equation 3.2 that

Let,

|  |  |
| --- | --- |
|  | (4.1.2) |

GEM algorithm now aims to maximize *Q*+(Θ’ | Θ) instead of maximizing *Q*(Θ’ | Θ). The proof of convergence for *Q*+(Θ’ | Θ) is not changed in manner but determining the convergence matrix *Me* for *Q*+(Θ’ | Θ) is necessary. Because *H*(Θ’ | Θ) is kept intact whereas *Q*(Θ’ | Θ) is replaced by *Q*+(Θ’ | Θ), we expect that the convergence rate *m\** specified by equation 3.26 is smaller so that the convergence speed *s\** is increased and so GEM algorithm is improved with regard to *Q*+(Θ’ | Θ). Equation 4.1.3 specifies *DM*(Θ*\**) for *Q*+(Θ’ | Θ).

|  |  |
| --- | --- |
|  | (4.1.3) |

Where *Q*+(Θ’ | Θ) is specified by equation 4.1.2 and *D*20*Q*+(Θ’ | Θ) is specified by equation 4.1.4.

|  |  |
| --- | --- |
|  | (4.1.4) |

Where,

Because *Q*(Θ’ | Θ) and *π*(Θ’) are smooth enough, *D*20*Q*(Θ*\** | Θ*\**) and *D*20*L*(*π*(Θ*\**)) are symmetric matrices according to Schwarz’s theorem (Wikipedia, Symmetry of second derivatives, 2018). Thus, *D*20*Q*(Θ*\** | Θ*\**) and *D*20*L*(*π*(Θ*\**)) are commutative:

*D*20*Q*(Θ*\** | Θ*\**)*D*20*L*(*π*(Θ*\**)) = *D*20*L*(*π*(Θ*\**))*D*20*Q*(Θ*\** | Θ*\**)

Suppose both *D*20*Q*(Θ*\** | Θ*\**) and *D*20*L*(*π*(Θ*\**)) are diagonalizable then, they are simultaneously diagonalizable (Wikipedia, Commuting matrices, 2017). Hence there is an (orthogonal) eigenvector matrix *V* such that (Wikipedia, Diagonalizable matrix, 2017) (StackExchange, 2013):

Where *Qe\** and Π*e\** are eigenvalue matrices of *D*20*Q*(Θ*\** | Θ*\**) and *D*20*L*(*π*(Θ*\**)), respectively. Note *Qe\** and its eigenvalues are mentioned in equation 3.20. Because *π*(Θ*\**) is non-convex function, eigenvalues *π*1*\**, *π*2*\**,…, *πr\** of Π*e\** are non-positive.

From equation 4.1.2, *D*20*Q*+(Θ*\** | Θ*\**) is decomposed as below:

So eigenvalue matrix of *D*20*Q*+(Θ*\** | Θ*\**) is (*Qe\** + Π*e\**) and eigenvalues of *D*20*Q*+(Θ*\** | Θ*\**) are *qi\** + *πi\**, as follows:

According to equation 3.19, the eigenvalue matrix of *D*20*H*(Θ*\** | Θ*\**) is *He\** fixed as follows:

Due to *DM*(Θ*\**) = *D*20*H*(Θ*\** | Θ*\**)*D*20*Q*+(Θ*\** | Θ*\**), equation 3.21 is re-calculated:

As a result, the convergence matrix *Me\** which is eigenvalue matrix of *DM*(Θ*\**) is re-calculated by equation 4.1.5.

|  |  |
| --- | --- |
|  | (4.1.5) |

The convergence rate *m\** of GEM is re-defined by equation 4.1.6.

|  |  |
| --- | --- |
|  | (4.1.6) |

Because all *hi\**, *qi\**, and *πi\** are non-positive, we have:

Therefore, by comparing equation 4.1.6 and equation 3.26, we conclude that *m\** is smaller with regard to *Q*+(Θ’ | Θ). In other words, the convergence rate is improved with support of prior probability *π*(Θ). In literature of EM, the combination of GEM and MAP with support of *π*(Θ) results out a so-called MAP-GEM algorithm.

## **4.2. EM with Newton-Raphson method**

In the M-step of GEM algorithm, the next estimate Θ(*t*+1) is a maximizer of *Q*(Θ | Θ(*t*)), which means that Θ(*t*+1) is a solution of equation *D*10*Q*(Θ | Θ(*t*)) = **0***T* where *D*10*Q*(Θ | Θ(*t*)) is the first-order derivative of *Q*(Θ | Θ(*t*)) with regard to variable Θ. Newton-Raphson method (McLachlan & Krishnan, 1997, p. 29) is applied into solving the equation *D*10*Q*(Θ | Θ(*t*)) = **0***T*. As a result, M-step is replaced a so-called Newton step (N-step).

N-step starts with an arbitrary value Θ0 as a solution candidate and also goes through many iterations. Suppose the current parameter is Θ*i*, the next value Θ*i* +1 is calculated based on equation 4.2.1.

|  |  |
| --- | --- |
|  | (4.2.1) |

N-step converges after some *i*th iteration. At that time, Θ*i*+1 is solution of equation *D*10*Q*(Θ | Θ(*t*)) = 0 if Θ*i*+1=Θ*i*. So the next parameter of GEM is Θ(*t*+1) = Θ*i*+1. The equation 4.2.1 is Newton-Raphson process. Recall that *D*10*Q*(Θ | Θ(*t*)) is gradient vector and *D*20*Q*(Θ | Θ(*t*)) is Hessian matrix. Following is a proof of equation 4.2.1.

According to first-order Taylor series expansion of *D*10*Q*(Θ | Θ(*t*)) at Θ = Θ*i* with very small residual, we have:

Because *Q*(Θ | Θ(*t*)) is smooth enough, *D*20*Q*(Θ | Θ(*t*)) is symmetric matrix according to Schwarz’s theorem (Wikipedia, Symmetry of second derivatives, 2018), which implies:

*D*20*Q*(Θ | Θ(*t*)) = (*D*20*Q*(Θ | Θ(*t*)))*T*

So we have:

Let Θ = Θ*i*+1 and we expect that *D*10*Q*(Θ*i*+1 | Θ(*t*)) = **0***T* so that Θ*i*+1 is a solution.

It implies:

This means:

Rai and Matthews (Rai & Matthews, 1993) proposed a so-called EM1 algorithm in which Newton-Raphson process is reduced into one iteration, as seen in table 4.2.1 (Rai & Matthews, 1993, pp. 587-588). Rai and Matthews assumed that *f*(*x*) belongs to exponential family but their EM1 algorithm is really a variant of GEM in general. In other words, there is no requirement of exponential family for EM1.

|  |  |  |
| --- | --- | --- |
| *E-step*:  The expectation *Q*(Θ | Θ(*t*)) is determined based on current Θ(*t*), according to equation 2.8. Actually, *Q*(Θ | Θ(*t*)) is formulated as function of Θ.  *M-step*:  The next parameter Θ(*t*+1) is:   |  |  | | --- | --- | |  | (4.2.2) | |

**Table 4.2.1.** E-step and M-step of EM1 algorithm

Rai and Matthews proved convergence of EM1 algorithm by their proposal of equation 4.2.2. Second-order Taylor series expending for *Q*(Θ | Θ(*t*)) at Θ = Θ(*t*+1) to obtain:

Where Θ0(*t*+1) is on the line segment joining Θ and Θ(*t*+1). Let Θ = Θ(*t*), we have:

By substituting equation 4.2.2 for *Q*(Θ(*t*+1) | Θ(*t*)) – *Q*(Θ(*t*) | Θ(*t*)) with note that *D*20*Q*(Θ | Θ(*t*)) is symmetric matrix, we have:

Let,

Because *Q*(Θ’ | Θ) is smooth enough, *D*20*Q*(Θ(*t*) | Θ(*t*)) and *D*20*Q*(Θ0(*t*+1) | Θ(*t*)) are symmetric matrices according to Schwarz’s theorem (Wikipedia, Symmetry of second derivatives, 2018). Thus, *D*20*Q*(Θ(*t*) | Θ(*t*)) and *D*20*Q*(Θ0(*t*+1) | Θ(*t*)) are commutative:

*D*20*Q*(Θ(*t*) | Θ(*t*))*D*20*Q*(Θ0(*t*+1) | Θ(*t*)) = *D*20*Q*(Θ0(*t*+1) | Θ(*t*))*D*20*Q*(Θ(*t*) | Θ(*t*))

Suppose both *D*20*Q*(Θ(*t*) | Θ(*t*)) and *D*20*Q*(Θ0(*t*+1) | Θ(*t*)) are diagonalizable then, they are simultaneously diagonalizable (Wikipedia, Commuting matrices, 2017). Hence there is an (orthogonal) eigenvector matrix *V* such that (Wikipedia, Diagonalizable matrix, 2017) (StackExchange, 2013):

Where *Qe*(*t*) and *Qe*(*t*+1) are eigenvalue matrices of *D*20*Q*(Θ(*t*) | Θ(*t*)) and *D*20*Q*(Θ0(*t*+1) | Θ(*t*)), respectively. Matrix *A* is decomposed as below:

(Because *Qe*(*t*) and *Qe*(*t*+1) are commutative)

Hence, eigenvalue matrix of *A* is also *Qe*(*t*+1). Suppose *D*20*Q*(Θ0(*t*+1) | Θ(*t*)) is negative definite, *A* is negative definite too. We have:

Because *D*20*Q*(Θ(*t*) | Θ(*t*)) is negative definite, we have:

Because *A* is negative definite, we have:

As a result, we have:

Hence, EM1 surely converges to a local maximizer Θ*\** according to corollary 3.3 with assumption that *D*20*Q*(Θ0(*t*+1) | Θ(*t*)) and *D*20*Q*(Θ(*t*) | Θ(*t*)) are negative definite for all *t* where Θ0(*t*+1) is a point on the line segment joining Θ and Θ(*t*+1).

Rai and Matthews made experiment on their EM1 algorithm (Rai & Matthews, 1993, p. 590). As a result, EM1 algorithm saved a lot of computations in M-step. In fact, by comparing GEM (table 2.3) and EM1 (table 4.2.1), we conclude that EM1 increases *Q*(Θ | Θ(*t*)) after each iteration whereas GEM maximizes *Q*(Θ | Θ(*t*)) after each iteration. However, EM1 will maximizes *Q*(Θ | Θ(*t*)) at the last iteration when it converges. EM1 gains this excellent and interesting result because of Newton-Raphson process specified by equation 4.2.2.

Because equation 3.17 is not changed with regard to EM1, the convergence matrix of EM1 is not changed.

Therefore, EM1 does not improve convergence rate in theory as MAP-GEM algorithm does but EM1 algorithm really speeds up GEM process in practice because it saves computational cost in M-step.

In equation 4.2.2, the second-order derivative *D*20*Q*(Θ(*t*) | Θ(*t*)) is re-computed at every iteration for each Θ(t). If *D*20*Q*(Θ(*t*) | Θ(*t*)) is complicated, it can be fixed by *D*20*Q*(Θ(1) | Θ(1)) over all iterations where Θ(1) is arbitrarily initialized for EM process so as to save computational cost. In other words, equation 4.2.2 is replaced by equation 4.2.3 (Ta, 2014).

|  |  |
| --- | --- |
|  | (4.2.3) |

In equation 4.2.3, only *D*10*Q*(Θ(*t*) | Θ(*t*)) is re-computed at every iteration whereas *D*20*Q*(Θ(1) | Θ(1)) is fixed. Equation 4.2.3 implies a pseudo Newton-Raphson process which still converges to a local maximizer Θ*\** but it is slower than Newton-Raphson process specified by equation 4.2.2 (Ta, 2014).

Newton-Raphson process specified by equation 4.2.2 has second-order convergence. I propose to use equation 4.2.4 for speeding up EM1 algorithm. In other words, equation 4.2.2 is replaced by equation 4.2.4 (Ta, 2014), in which Newton-Raphson process is improved with third-order convergence. Note, equation 4.2.4 is common in literature of Newton-Raphson process.

|  |  |
| --- | --- |
| Where, | (4.2.4) |

The convergence of equation 4.2.4 is same as the convergence of equation 4.2.2. Following is a proof of equation 4.2.4 by Ta (Ta, 2014).

Without loss of generality, suppose Θ is scalar such that Θ = *θ*, let

Let *r*(*θ*) represents improved Newton-Raphson process.

Suppose *ω*(*θ*) has first derivative and we will find *ω*(*θ*). According to Ta (Ta, 2014), the first-order derivative of *η*(*θ*) is:

According to Ta (Ta, 2014), the second-order derivative of *η*(*θ*) is:

If is solution of equation *q*(*θ*) = 0, Ta (Ta, 2014) gave:

In order to achieve , Ta (Ta, 2014) selected:

According to Ta (Ta, 2014), Newton-Raphson process is improved as follows:

This means:

As a result, equation 4.2.4 is a generality of the equation above when Θ is vector.

I propose to apply gradient descent method (Ta, 2014) into M-step of GEM so that Newton-Raphson process is replaced by gradient descent process with expectation that descending direction which is the opposite of gradient vector *D*10*Q*(Θ | Θ(*t*)) speeds up convergence of GEM. Table 4.2.2 specifies GEM associated with gradient descent method, which is called GD-GEM algorithm.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *E-step*:  The expectation *Q*(Θ | Θ(*t*)) is determined based on current Θ(*t*), according to equation 2.8. Actually, *Q*(Θ | Θ(*t*)) is formulated as function of Θ.  *M-step*:  The next parameter Θ(*t*+1) is:   |  |  | | --- | --- | |  | (4.2.5) |   Where *γ*(*t*) > 0 is length of the descending direction. As usual, *γ*(*t*) is selected such that   |  |  | | --- | --- | |  | (4.2.6) |   Where, |

**Table 4.2.1.** E-step and M-step of GD-GEM algorithm

Note, gradient descent method is used to solve minimization problem but its use for solving maximization problem is the same. Second-order Taylor series expending for *Q*(Θ | Θ(*t*)) at Θ = Θ(*t*+1) to obtain:

Where Θ0(*t*+1) is on the line segment joining Θ and Θ(*t*+1). Let Θ = Θ(*t*), we have:

By substituting equation 4.2.5 for *Q*(Θ(*t*+1) | Θ(*t*)) – *Q*(Θ(*t*+1) | Θ(*t*)), we have:

Due to:

As a result, we have:

Hence, GD-GEM surely converges to a local maximizer Θ*\** according to corollary 3.3 with assumption that *D*20*Q*(Θ0(*t*+1) | Θ(*t*)) is negative definite where Θ0(*t*+1) is a point on the line segment joining Θ and Θ(*t*+1).

It is not easy to solve the maximization problem with regard to *γ* according to equation 4.2.6. So if *Q*(Θ | Θ(*t*)) satisfies Wolfe conditions (Wikipedia, Wolfe conditions, 2017) and concavity and *D*10*Q*(Θ | Θ(*t*)) is Lipschitz continuous (Wikipedia, Lipschitz continuity, 2018) then, equation 4.2.6 is replaced by equation 4.2.7 (Wikipedia, Gradient descent, 2018).

|  |  |
| --- | --- |
|  | (4.2.7) |

Where |.| denotes length or module of vector.

## **4.3. EM with Aitken acceleration**

According to Lansky and Casella (Lansky & Casella, 1992), GEM converges faster by combination of GEM and Aitken acceleration. Without loss of generality, suppose Θ is scalar such that Θ = *θ*, the sequence is monotonous. From equation 3.23

We have the following approximate with *t* large enough (Lambers, 2009, p. 1):

We establish the following equation from the above approximation, as follows (Lambers, 2009, p. 1):

Hence, *θ\** is approximated by (Lambers, 2009, p. 1)

We construct Aitken sequence such that (Wikipedia, Aitken's delta-squared process, 2017)

|  |  |
| --- | --- |
|  | (4.3.1) |

Where Δ is forward difference operator,

And

When Θ is vector as Θ = (*θ*1, *θ*2,…, *θr*)*T*, Aitken sequence is defined by applying equation 4.3.1 into its components *θi* (s) according to equation 4.3.2:

|  |  |
| --- | --- |
|  | (4.3.2) |

Where,

According theorem of Aitken acceleration, Aitken sequence approaches Θ*\** faster than the sequence with note that the sequence is instance of GEM.

Essentially, the combination of GEM and Aitken acceleration is to replace the sequence by Aitken sequence as seen in table 4.3.1.

|  |
| --- |
| *E-step*:  The expectation *Q*(Θ | Θ(*t*)) is determined based on current Θ(*t*), according to equation 2.8. Actually, *Q*(Θ | Θ(*t*)) is formulated as function of Θ. Note that *t* = 1, 2, 3,… and Θ(0) = Θ(1).  *M-step*:  Let Θ(*t*+1) = (*θ*1(*t*+1), *θ*2(*t*),…, *θr*(*t*+1))*T* be a maximizer of *Q*(Θ | Θ(*t*)). Note Θ(*t*+1) will become current parameter at the next iteration ((*t*+1)th iteration).  Aitken parameter is calculated according to equation 4.3.2.  If then, the algorithm stops and we have . |

**Table 4.3.1.** E-step and M-step of GEM algorithm combined with Aitken acceleration

Because Aitken sequence converges to Θ*\** faster than the sequence does, the convergence of GEM is improved with support of Aitken acceleration method.

In equation 4.3.2, parametric components *θi* (s) converges separately. Guo, Li, and Xu (Guo, Li, & Xu, 2017) assumed such components converges together with the same rate. So they replaced equation 4.3.2 by equation 4.3.3 (Guo, Li, & Xu, 2017, p. 176) for Aitken sequence .

|  |  |
| --- | --- |
|  | (4.3.3) |

## **4.4. ECM algorithm**

Because M-step of GEM is complicated, Meng and Rubin (Meng & Rubin, 1993) proposed a so-called Expectation Conditional Expectation (ECM) algorithm in which M-step is replaced by several computationally simpler Conditional Maximization (CM) steps. Each CM-step maximizes *Q*(Θ | Θ(*t*)) on given constraint. ECM is very useful in the case that maximization of *Q*(Θ | Θ(*t*)) with constraints is simpler than maximization of *Q*(Θ | Θ(*t*)) without constraints as usual.

Suppose the parameter Θ is partitioned into *S* sub-parameters Θ = {Θ1, Θ2,…, Θ*S*} and there are *S* pre-selected vector function *gs*(Θ):

|  |  |
| --- | --- |
|  | (4.4.1) |

Each function *gs*(Θ) represents a constraint. Support there is a sufficient enough number of derivatives of each *gs*(Θ). In ECM algorithm (Meng & Rubin, 1993, p. 268), M-step is replaced by a sequence of CM-steps. Each CM-step maximizes *Q*(Θ | Θ(*t*)) over Θ but with some function *gs*(Θ) fixed at its previous value. Concretely, there are *S* CM-steps and every *s*th CM-step finds Θ(*t*+*s*/*S*) that maximizes *Q*(Θ | Θ(*t*)) over Θ subject to the constraint *gs*(Θ) = *gs*(Θ(*t*+(*s*–1)/*S*)). The next parameter Θ(*t*+1) is the output of the final CM-step such that Θ(*t*+1) = Θ(*t*+*s*/*S*). Table 4.4.1 (Meng & Rubin, 1993, p. 272) shows E-step and CM-steps of ECM algorithm.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *E-step*:  As usual, *Q*(Θ | Θ(*t*)) is determined based on current Θ(*t*) according to equation 2.8. Actually, *Q*(Θ | Θ(*t*)) is formulated as function of Θ.  *CM-steps*:  There are *S* CM-steps. In every *s*th CM step (*s* =1, 2,…, *S*), finding   |  |  | | --- | --- | |  | (4.4.2) |   The next parameter Θ(*t*+1) is the output of the final CM-step (*S*th CM-step):   |  |  | | --- | --- | |  | (4.4.3) |   Note, Θ(*t*+1) will become current parameter at the next iteration ((*t*+1)th iteration). |

**Table 4.3.1.** E-step and CM-steps of ECM algorithm

ECM algorithm stops at some *t*th iteration such that Θ(*t*) = Θ(*t*+1) = Θ\*. CM-steps depend on how to define pre-selected functions in *G*. For example, if *gs*(Θ) consists all sub-parameters except Θ*s* then, the *s*th CM-step maximizes *Q*(Θ | Θ(*t*)) with regard to Θ*s* whereas other sub-parameters are fixed. If *gs*(Θ) consists only Θ*s* then, the *s*th CM-step maximizes *Q*(Θ | Θ(*t*)) with regard to all sub-parameters except Θ*s*. Note, definition of ECM algorithm is specified by equation 4.4.2 and equation 4.4.3

From equation 4.4.2 and equation 4.4.3, we have:

Hence, the convergence of ECM is asserted according to corollary 3.3. However, Meng and Rubin (Meng & Rubin, 1993, pp. 274-276) provided some conditions for convergence of ECM to a maximizer of *L*(Θ).

# **5. Applications of EM**

## **5.1. Mixture model and EM**

As usual, let ***X*** be the hidden or latent space and let ***Y*** be the observed space. Especially, the random variable *X* in ***X*** represents latent class or latent component of random variable *Y* in ***Y***. Suppose *X* is discrete and ranges in ***X*** = {1, 2,…, *K*}. The so-called probabilisticfinite *mixture model* is represented by the PDF of *Y*, as seen in equation 5.1.1.

|  |  |
| --- | --- |
|  | (5.1.1) |

Where,

Note, *Y* can be discrete or continuous. Recall that the ultimate purpose of EM algorithm is to maximize *f*(*Y*|Θ) with subject to Θ. Each *fX*(*Y*|*θX*) is called the *X*th partial PDF of *Y* whose partial parameter is *θX*. Each *fX*(*Y*|*θX*) is also called the *X*th observational PDF of *Y*. It is really the conditional PDF of *Y* given *X*, as seen in equation 5.1.2.

|  |  |
| --- | --- |
|  | (5.1.2) |

From equation 5.1.1, the mixture model *f*(*Y*|Θ) is the mean of *K* partial PDFs. The variable *X* implies which partial PDF “generates” *Y* (Bilmes, 1998, p. 5).

Each *αX* is called mixture coefficient. It is really the probability of discrete *X*, as seen in equation 5.1.3. However, in mixture model, each *αX* is also considered as parameter, which is belongs to the compound parameter Θ.

|  |  |
| --- | --- |
|  | (5.1.3) |

The joint probabilistic distribution of *X* and *Y*, which implies the implicit mapping between ***X*** and ***Y***, is product of the mixture coefficient *αX* and the *X*th PDF of *Y*, as seen in equation 5.1.4.

|  |  |
| --- | --- |
|  | (5.1.4) |

This implies:

|  |  |
| --- | --- |
|  | (5.1.5) |

Equation 5.1.6 specifies the conditional probability of *X* given *Y*. Please pay attention to this important probability.

|  |  |
| --- | --- |
|  | (5.1.6) |

Following is the proof of equation 5.1.6. According to Bayes’ rule, we have:

Applying equation 5.1.3 and equation 5.1.4, we have:

In other words, equation 5.1.6 is established■

Now GEM algorithm is applied into mixture model for estimating the parameter Θ. Derived from equation 2.12, the conditional expectation *Q*(Θ’|Θ) of mixture model becomes:

|  |  |
| --- | --- |
|  | (5.1.7) |

In practice, suppose *Y* is observed as a sample = {*Y*1, *Y*2,…, *YN*} of size *N* with note that all *Yi* (s) are mutually independent and identically distributed (iid). The observed sample is associated with a a hidden set (latent set) = {*X*1, *X*2,…, *XN*} of size *N*. All *Xi* (s) are iid and they are not existent in fact. Let be the random variable representing every *Xi*. Of course, the domain of *X* is ***X***. Derived from equation 2.15, equation 5.1.8 specifies *Q*(Θ’|Θ) given such .

|  |  |
| --- | --- |
|  | (5.1.8) |

Equation 5.1.8 is the general case of equation 5.1.7. At the *t*th iteration of GEM, given current parameter Θ(*t*) = (*α*1(*t*), *α*2(*t*),…, *αK*(*t*), *θ*1(*t*), *θ*2(*t*),…, *θK*(*t*))*T*, the conditional expectation specified by equation 5.1.8 is written as follows:

Thus, the unknown of *Q*(Θ|Θ(*t*)) is Θ = (*α*1, *α*2,…, *αK*, *θ*1, *θ*2,…, *θK*)*T*. Because *X* is discrete and ranges in {1, 2,…, *K*}, the conditional expectation *Q*(Θ|Θ(*t*)) is re-written as equation 5.1.9 for convenience.

|  |  |
| --- | --- |
|  | (5.1.9) |

Where the conditional probability *P*(*k* | *Y*, Θ(*t*)) is determined by equation 5.1.10 which is indeed equation 5.1.6.

|  |  |
| --- | --- |
|  | (5.1.10) |

At M-step of the current *t*th iteration, *Q*(Θ|Θ(*t*)) specified by equation 5.1.9 is maximized with subject to Θ. How to maximize *Q*(Θ|Θ(*t*)) with subject to Θ is dependent on types of partial PDFs *fk*(*Yi*|*θk*).

Because there is the constraint , we use Lagrange duality method to maximize to maximize *Q*(Θ|Θ(*t*)). The Lagrange function *la*(Θ, *λ* | Θ(*t*)) is sum of *Q*(Θ|Θ(*t*)) and the constraint , which is specified by equation 5.1.11.

|  |  |
| --- | --- |
|  | (5.1.11) |

Note, *λ* ≥ 0 is called Lagrange multiplier. Of course, *la*(Θ, *λ* | Θ(*t*)) is function of Θ and *λ*. The next parameters *αk*(*t*+1) that maximizes *Q*(Θ|Θ(*t*)) is solution of the equation formed by setting the first-order partial derivative of Lagrange function regarding *αk* and *λ* to be zero with suppose that the Lagrange function is first-order smooth function.

This implies:

|  |  |
| --- | --- |
|  | (5.1.12) |

Summing equation 5.1.12 over *K* classes {1, 2,…, *K*}, we have (Bilmes, 1998, p. 5):

Substituting *λ = N* into equation 5.1.12, the next parameters *αk*(*t*+1) is totally determined by equation 5.1.13.

|  |  |
| --- | --- |
|  | (5.1.13) |

Note, the conditional probability *P*(*k* | *Yi*, Θ(*t*)) is determined by equation 5.1.10.

When parameters *αk*(*t*+1) and *λ* are determined, the Lagrange function *la*(Θ, *λ* | Θ(*t*)) is now function of parameters *θk* as *la*(*θk*|*θk*(*t*)). The next parameters *θk*(*t*+1) is solution of the equation formed by setting the first-order partial derivative of Lagrange function regarding *θk* to be zero with suppose that the Lagrange function is first-order smooth function.

Thus, the next parameters *θk*(*t*+1) is solution of the equation 5.1.14.

|  |  |
| --- | --- |
|  | (5.1.14) |

The two steps of GEM algorithm for constructing mixture model at some *t*th iteration are shown in table 5.1.1. Note, suppose the Lagrange function is first-order smooth function.

|  |
| --- |
| *E-step*:  The conditional probability *P*(*k* | *Yi*, Θ(*t*)) is calculated based on current parameter Θ(*t*) = (*α*1(*t*), *α*2(*t*),…, *αK*(*t*), *θ*1(*t*), *θ*2(*t*),…, *θK*(*t*))*T*, according to equation 5.1.10.  *M-step*:  The next parameter Θ(*t*+1) = (*α*1(*t*+1), *α*2(*t*+1),…, *αK*(*t*+1), *θ*1(*t*+1), *θ*2(*t*+1),…, *θK*(*t*+1))*T*, which is a maximizer of *Q*(Θ | Θ(*t*)) with subject to Θ, is calculated by equation 5.1.13 and equation 5.1.14. Note, *θk*(*t*+1) is solution of the equation 5.1.14. |

**Table 5.1.1.** E-step and M-step of GEM algorithm for constructing mixture model regarding first-order smooth Lagrange function

GEM algorithm converges at some *t*th iteration. At that time, Θ*\** = Θ(*t*+1) = Θ(*t*) is the optimal estimate of mixture model regarding first-order smooth Lagrange function.

Suppose that each PDF *fk*(*Yi*|*θk*) ) belongs to regular exponential family and then, solving equation 5.1.4 is easier as follows:

(Due to *fk*(*Yi*|*θk*) ) belongs to exponential family)

(Due to log’(*a*(*θk*)) = *E*(*τ*(*Y*|*θk*)), please see table 1.2)

In general, the next parameters *θk*(*t*+1) is solution of the equation 5.1.15 within regular exponential family.

|  |  |
| --- | --- |
|  | (5.1.15) |

Where *Y* is the random variable representing all *Yi* (s) and,

The two steps of GEM algorithm for constructing mixture model at some *t*th iteration are shown in table 5.1.2 with suppose that each partial PDF *fX*(*Y*|*θX*) is assumed to belong regular exponential family.

|  |
| --- |
| *E-step*:  The conditional probability *P*(*k* | *Yi*, Θ(*t*)) is calculated based on current parameter Θ(*t*) = (*α*1(*t*), *α*2(*t*),…, *αK*(*t*), *θ*1(*t*), *θ*2(*t*),…, *θK*(*t*))*T*, according to equation 5.1.10.  *M-step*:  The next parameter Θ(*t*+1) = (*α*1(*t*+1), *α*2(*t*+1),…, *αK*(*t*+1), *θ*1(*t*+1), *θ*2(*t*+1),…, *θK*(*t*+1))*T*, which is a maximizer of *Q*(Θ | Θ(*t*)) with subject to Θ, is calculated by equation 5.1.13 and equation 5.1.15. Note, *θk*(*t*+1) is solution of the equation 5.1.15. |

**Table 5.1.1.** E-step and M-step of GEM algorithm for constructing mixture model regarding regular exponential family

GEM algorithm converges at some *t*th iteration. At that time, Θ*\** = Θ(*t*+1) = Θ(*t*) is the optimal estimate of mixture model regarding regular exponential family.

There is a special case that each *fk*(*Yi*|*θk*) is normal distribution, which is popular in domain of mixture model, with note that normal distribution belongs to regular exponential family. Thus, let *Y* be random variable representing all *Yi*. Without loss of generality, suppose *Y* is vector so that each *fk*(*Y*|*θk*) is multivariate normal distribution. Recall that each *fk*(*Y*|*θk*) is called the *k*th partial PDF of *Y* or the *k*th observational PDF of *Y*. In this case, the mixture model is called *normal mixture model* (Gaussian mixture model) and it is easy to solve equation 5.1.14 or equation 5.1.15 for *θk*. Suppose random variable *Y* is vector of size *n*.

|  |  |
| --- | --- |
|  | (5.1.16) |

Where *μk* and Σ*k* are mean vector and covariance matrix of *fk*(*Y*|*θk*), respectively. The notation |.| denotes determinant of given matrix and the notation Σ*k*–1 denotes inverse of matrix Σ*k*. Note, Σ*k* is invertible and symmetric. Now we find other parameters *θk*(*t*+1) = (*μk*(*t*+1), Σ*k*(*t*+1))*T* by solving directly equation 5.1.14 or equation 5.1.15. Recall that each *Yi* conforms to multivariate normal distribution, according to equation 5.1.16.

Where *μk* and Σ*k* are mean and covariance matrix of *fk*(*Yi*|*θk*), respectively. The Lagrange function is re-written as follows:

Where *p* is the dimension of *Yi*; in other words, *p* is the dimension of space ***Y***.

The first-order partial derivative of Lagrange function with respect to *μk* is (Nguyen, 2015, p. 35):

The next parameter *μk*(*t*+1) that maximizes *Q*(Θ|Θ(*t*)) is solution of the equation formed by setting the first-order partial derivative of Lagrange function with regard to *μk* to be **0***T*. Note that **0** = (0, 0,…, 0)*T* is zero vector.

This implies equation 5.1.17 to specify the next parameter *μk*(*t*+1).

|  |  |
| --- | --- |
|  | (5.1.17) |

Note, the conditional probability *P*(*k* | *Yi*, Θ(*t*)) is determined by equation 5.1.10.

The first-order partial derivative of Lagrange function with respect to Σ*k* is:

Due to:

And

Because Bilmes (Bilmes, 1998, p. 5) mentioned:

Where tr(*A*) is trace operator which takes sum of diagonal elements of matrix .

This implies (Nguyen, 2015, p. 45):

Where Σ*k* is symmetric and invertible matrix. Substituting the next parameter *μk*(*t*+1) specified by equation 5.1.16 into the first-order partial derivative of Lagrange function with respect to Σ*k*, we have:

The next parameter Σ*k*(*t*+1) that maximizes *Q*(Θ|Θ(*t*)) is the solution of equation formed by setting the first-order partial derivative of Lagrange function regarding Σ*k* to zero matrix. Let (**0**) denote zero matrix.

We have:

This implies equation 5.1.18 to specify the next parameter Σ*k*(*t*+1).

|  |  |
| --- | --- |
|  | (5.1.18) |

Note, the conditional probability *P*(*k* | *Yi*, Θ(*t*)) is determined by equation 5.1.10 and the next parameter *μk*(*t*+1) is specified by equation 5.1.17.

As a result, the solution *θk*(*t*+1) = (*μk*(*t*+1), Σ*k*(*t*+1))*T* of equation 5.1.14 or equation 5.1.15 is specified by equation 5.1.17 and equation 5.1.18 when each *fk*(*Y*|*θk*) is multivariate normal distribution within normal mixture model. The two steps of GEM algorithm for constructing normal mixture model at some *t*th iteration are refined in table 5.1.3 (Bilmes, 1998, p. 7).

|  |
| --- |
| *E-step*:  The conditional probability *P*(*k* | *Yi*, Θ(*t*)) is calculated based on current parameter Θ(*t*) = (*α*1(*t*), *α*2(*t*),…, *αK*(*t*), *θ*1(*t*), *θ*2(*t*),…, *θK*(*t*))*T*, according to equation 5.1.10. Note, in normal mixture model, each observational PDF *fk*(*Y*|*θk*) is (multivariate) normal distribution with mean vector *μk* and covariance matrix Σ*k* such that *θk* = (*μk*, Σ*k*)*T*.  *M-step*:  The next parameter Θ(*t*+1) = (*α*1(*t*+1), *α*2(*t*+1),…, *αK*(*t*+1), *θ*1(*t*+1), *θ*2(*t*+1),…, *θK*(*t*+1))*T*, which is a maximizer of *Q*(Θ | Θ(*t*)) with subject to Θ, is calculated by equation 5.1.13, equation 5.1.17, and equation 5.1.18 with current parameter Θ(*t*). |

**Table 5.1.3.** E-step and M-step of GEM algorithm for constructing normal mixture model

GEM algorithm converges at some *t*th iteration. At that time, Θ*\** = Θ(*t*+1) = Θ(*t*) is the optimal estimate of normal mixture model.

## **5.2. Handling missing data**

The goal of MLE, MAP, EM is to estimate statistical based on sample. Whereas MLE and MAP require complete data, EM accepts hidden data or incomplete data. Therefore, EM is appropriate to handle missing data which contains missing values. Indeed, estimating parameter with missing data is very natural for EM but it is necessary to have a new viewpoint in which missing data is considered as hidden data (*X*). Moreover, the GEM version with joint probability (without mapping function, please see equation 2.12 and equation 2.13) is used and some changes are required. Before describing how to apply EM into handling missing data, we should skim some concepts related to missing data.

Let *X* = (*x*1, *x*2,…, *xn*)*T* be *n*-dimension random variable whose *n* elements are partial random variables *xi* (s). Suppose *X* is composed of two parts such as observed part *Xobs* and missing part *Xmis* such that *X* = {*Xobs*, *Xmis*}. Note, *Xobs* and *Xmis* are considered as random variables.

When *X* is observed, *Xobs* and *Xmis* are determined. For example, given *X* = (*x*1, *x*2, *x*3, *x*4)*T*, when *X* is observed as *X* = (*x*1=1, *x*2=?, *x*3=4, *x*4=?, *x*5=9)*T* where question mask “?” denotes missing value, *Xobs* and *Xmis* are determined as *Xobs* = (*x*1=1, *x*3=4, *x*5=9)*T* and *Xmis* = (*x*2=?, *x*4=?)*T*. When *X* is observed as *X* = (*x*1=?, *x*2=3, *x*3=4, *x*4=?, *x*5=?)*T* then, *Xobs* and *Xmis* are determined as *Xobs* = (*x*2=3, *x*3=4)*T* and *Xmis* = (*x*1=?, *x*4=?, *x*5=?)*T*. Let *M* be a set of indices that *xi* (s) are missing when *X* is observed.

Suppose

Where,

We have:

Obviously, dimension of *Xmis* is |*M*| and dimension of *Xobs* is *n*–|*M*|.

Let *Z* = (*z*1, *z*2,…, *xn*)*T* be *n*-dimension random variable whose each element *zi* is binary random variable indicating if *Xi* is missing. Random variable *Z* is also called missingness variable.

For example, given *X* = (*x*1, *x*2, *x*3, *x*4)*T*, when *X* is observed as *X* = (*x*1=1, *x*2=?, *x*3=4, *x*4=?, *x*5=9)*T*, we have *Xobs* = (*x*1=1, *x*3=4, *x*5=9)*T*, *Xmis* = (*x*2=?, *x*4=?)*T*, and *Z* = (*z*1=0, *z*2=1, *z*3=0, *z*4=1, *z*5=0)*T*.

Both *X* and *Z* are associated with their own PDFs, as follows:

|  |  |
| --- | --- |
|  | (5.2.1) |

Where Θ and Φ are parameters of PDFs of *X* = {*Xobs*, *Xmis*} and *Z*, respectively. The goal of handling missing data is to estimate Θ and Φ given *X*. Sufficient statistic of *X* = {*Xobs*, *Xmis*} is composed of sufficient statistic of *Xobs* and sufficient statistic of *Xmis*.

|  |  |
| --- | --- |
|  | (5.2.2) |

How to compose *τ*(*X*) from *τ*(*Xobs*) and *τ*(*Xmis*) is dependent on distribution type of *X* which is also formulation of the PDF *f*(*X*|Θ).

The joint PDF of *X* and *Z* is main object of handling missing data, which is defined as follows:

|  |  |
| --- | --- |
|  | (5.2.3) |

The PDF of *Xobs* is defined as integral of *f*(*X*|Θ) over *Xmis*:

|  |  |
| --- | --- |
|  | (5.2.4) |

The PDF of *Xmis* is conditional PDF of *Xmis* given *Xobs* is:

|  |  |
| --- | --- |
|  | (5.2.5) |

The notation Θ*M* implies that the parameter Θ*M* of the PDF *f*(*Xmis* | Θ*M*) is derived from the parameter Θ of the PDF *f*(*X*|Θ), which is function of Θ and *M* asΘ*M* = *u*(Θ, *M*). Thus, Θ*M* is not a new parameter and it is dependent on distribution type.

|  |  |
| --- | --- |
|  | (5.2.6) |

How to determine *u*(Θ, *M*) is dependent on distribution type of *X* which is also formulation of the PDF *f*(*X*|Θ).

There are three types of missing data, which depends on relationship between *Xobs*, *Xmis*, and *Z* (Josse, Jiang, Sportisse, & Robin, 2018):

* Missing data (*X* or ) is Missing Completely At Random (MCAR) if the probability of *Z* depends on both *Xobs* and *Xmis* such that *f*(Z | *Xobs*, *Xmis*, Φ) = *f*(Z | Φ).
* Missing data (*X* or ) is Missing At Random (MAR) if the probability of *Z* depends on only *Xobs* such that *f*(Z | *Xobs*, *Xmis*, Φ) = *f*(Z | *Xobs*, Φ).
* Missing data (*X* or ) is Missing Not At Random (MNAR) in all other cases.

There are two main approaches for handling missing data (Josse, Jiang, Sportisse, & Robin, 2018):

* Using some statistical models such as EM to estimate parameter with missing data.
* Inputting plausible values for missing values to obtain some complete samples (copies) from the missing data. Later on, every complete sample is used to produce an estimate of parameter by some estimation methods, for example, MLE and MAP. Finally, all estimates are synthesized to produce the best estimate.

Here we focus on the first approach with EM to estimate parameter with missing data. Without loss of generality, given sample = {*X*1, *X*2,…, *XN*} in which all *Xi* (s) are iid, by applying equation 2.13 for GEM with the joint PDF *f*(*Xobs*, *Xmis*, *Z* | Θ, Φ), we consider {*Xobs*, *Z*} as observed part and *Xmis* as hidden part. Let *X* = {*Xobs*, *Xmis*} be random variable representing all *Xi* (s). Let *Xobs*(*i*) denote observed part *Xobs* of *Xi* and let *Zi* be missingness variable corresponding to *Xi*, the expectation *Q*(Θ’, Φ’ | Θ, Φ) becomes:

In short, *Q*(Θ’, Φ’ | Θ, Φ) is specified as follows:

|  |  |
| --- | --- |
|  | (5.2.7) |

Where,

Note, unknowns of *Q*(Θ’, Φ’ | Θ, Φ) are Θ’ and Φ’. Because it is not easy to maximize *Q*(Θ’, Φ’ | Θ, Φ) with regard to Θ’ and Φ’, we assume that the PDF *f*(*X*|Θ) belongs to exponential family.

Note,

It is easy to deduce that

We have:

Therefore, equation 5.2.8 specifies *Q*1(Θ’|Θ) given *f*(*X*|Θ) belongs to exponential family.

|  |  |
| --- | --- |
|  | (5.2.8) |

Where,

At M-step of some *t*th iteration, the next parameter Θ(*t*+1) is solution of the equation created by setting the first-order derivative of *Q*1(Θ’|Θ) to be zero. The first-order derivative of *Q*1(Θ’|Θ) is:

By referring table, we have:

Where,

Thus, the next parameter Θ(*t*+1) is solution of the following equation:

As a result, at E-step of some *t*th iteration, given current parameter Θ(*t*), the sufficient statistic of *X* is calculated as follows:

|  |  |
| --- | --- |
|  | (5.2.9) |

Where,

As a result, at M-step of some *t*th iteration, given *τ*(*t*) and Θ(*t*), the next parameter Θ(*t*+1) is a solution of the following equation:

|  |  |
| --- | --- |
|  | (5.2.10) |

Moreover, the next parameter Φ(*t*+1) is a maximizer of *Q*2(Φ | Θ(*t*)) given Θ(*t*) as follows:

|  |  |
| --- | --- |
|  | (5.2.11) |

Where,

How to maximize *Q*2(Φ | Θ(*t*)) depends on distribution type of *Zi* which is also formulation of the PDF *f*(Z | *Xobs*, *Xmis*, Φ). For some reasons, for example, accelerating estimation speed or ignoring missingness variable *Z* then, the next parameter Φ(*t*+1) will not be estimated.

In general, the two steps of GEM algorithm for handling missing data at some *t*th iteration are summarized in table 5.2.1 with assumption that the PDF of missing data *f*(*X*|Θ) belongs to exponential family.

|  |
| --- |
| *E-step*:  Given current parameter Θ(*t*), the sufficient statistic of *X* is calculated according to equation 5.2.9.  Where,  *M-step*:  Given *τ*(*t*) and Θ(*t*), the next parameter Θ(*t*+1) is a solution of equation 5.2.10.  Given Θ(*t*), the next parameter Φ(*t*+1) is a maximizer of *Q*2(Φ | Θ(*t*)) according to equation 5.2.11.  Where, |

**Table 5.2.1.** E-step and M-step of GEM algorithm for handling missing data given exponential PDF

GEM algorithm converges at some *t*th iteration. At that time, Θ*\** = Θ(*t*+1) = Θ(*t*) and Φ*\** = Φ(*t*+1) = Φ(*t*) are optimal estimates. If missingness variable *Z* is ignored for some reasons, parameter Φ is not estimated.

Now we survey a special case that sample = {*X*1, *X*2,…, *XN*} whose *Xi* (s) are iid is MCAR data and *f*(*X*|Θ) is multivariate normal PDF whereas missingness variable *Z* follows binomial distribution of *n* trials.

Where, Θ = (*μ*, Σ)*T* and Φ = *p*. Suppose the probability of missingness at every partial random variable is *p* and it is independent from *Xobs* and *Xmis*. The quantity *c*(*Z*) is the number of *zi* (s) that equal 1.

# **6. Discussions**

The convergence of GEM is based on the assumption that *Q*(Θ’ | Θ) is smooth enough but *Q*(Θ’ | Θ) may not be smooth in practice when *f*(*X* | Θ) may be discrete probability function. For example, when *f*(*X* | Θ) and *k*(*X* | *Y*, Θ) are discrete, equation 2.8 becomes

This discussion section goes beyond traditional variants of GEM algorithm when *Q*(Θ’ | Θ) is not smooth. Therefore, heuristic optimization methods which simulate social behavior, such as particle swarm optimization (PSO) algorithm (Poli, Kennedy, & Blackwell, 2007) and artificial bee colony (ABC) algorithm, are useful in case that there is no requirement of existence of derivative. Moreover, these heuristic methods aim to find global optimizer. I propose an association of GEM and PSO which produces a so-called quasi-PSO-GEM algorithm in which M-step is implemented by one-time PSO (Wikipedia, Particle swarm optimization, 2017). Given current *t*th iteration, Θ(*t*) is modeled as swarm’s best position. Suppose there are *n* particles and each particle *i* has current velocity *Vi*(*t*), current positions Ψ*i*(*t*), and best position Φ*i*(*t*). At each iteration, it is expected that these particles move to swarm’s new best position which is the next parameter Θ(*t*+1). The swarm’s best position at the final iteration is expected as Θ*\**. Table 6.2 is the proposal of quasi-PSO-GEM algorithm.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| *E-step*:  As usual, *Q*(Θ | Θ(*t*)) is determined based on current Θ(*t*) according to equation 2.8. Actually, *Q*(Θ | Θ(*t*)) is formulated as function of Θ.  *M-step* includes four sub-steps:   1. Calculating the next velocity *Vi*(*t*+1) of each particle based on its current velocity *Vi*(*t*), its current positions Ψ*i*(*t*), its best positions Φ*i*(*t*), and the swarm’s best position Θ(*t*):  |  |  | | --- | --- | |  | (6.1) |   Where *ω*, *ϕ*1, and *ϕ*2 are particular parameters of PSO (Poli, Kennedy, & Blackwell, 2007, pp. 3-4) whereas *r* is a random number such that 0 < *r* < 1 (Wikipedia, Particle swarm optimization, 2017).   1. Calculating the next position Ψ*i*(*t*+1) of each particle based on its current position Ψ*i*(*t*) and its current velocity *Vi*(*t*):  |  |  | | --- | --- | |  | (6.2) |  1. If *Q*(Φ*i*(*t*) | Θ(*t*)) < *Q*(Ψ*i*(*t*+1) | Θ(*t*)) then, the next best position of each particle *i* is re-assigned as Φ*i*(*t*+1) = Ψ*i*(*t*+1). Otherwise, such next best position is kept intact as Φ*i*(*t*+1) = Φ*i*(*t*). 2. The next parameter Θ(*t*+1) is the swarm’s new best position over the best positions of all particles:  |  |  | | --- | --- | |  | (6.3) |   If the bias |Θ(*t*+1) – Θ(*t*)| is small enough, the algorithm stops. Otherwise, Θ(*t*+1) and all *Vi*(*t*+1), Ψ*i*(*t*+1), Φ*i*(*t*+1) become current parameters in the next iteration. |

**Table 6.1.** E-step and M-step of the proposed quasi-PSO-GEM

At the first iteration, each particle is initialized with Ψ*i*(1) = Φ*i*(1) = Θ(1) and uniformly distributed velocity *Vi*(1). Note, Θ(1) is initialized arbitrarily. Other termination criteria can be used, for example, *Q*(Θ | Θ(*t*)) is large enough or the number of iterations is large enough.

We cannot prove mathematically convergence of quasi-PSO-GEM but we expect that Θ(*t*+1) resulted from equation 6.3 is an approximation of Θ*\** at the last iteration after a large enough number of iterations. However, quasi-PSO-GEM tendentiously approaches global maximizer of *L*(Θ), regardless of whether *L*(Θ) is concave. Hence, it is necessary to make experiment on quasi-PSO-GEM.

There are many other researches which combine EM and PSO but the proposed quasi-PSO-GEM algorithm has different ideology when it one-time PSO is embed into M-step to maximize *Q*(Θ | Θ(*t*)) and so the ideology of quasi-PSO-GEM is near to the ideology of Newton-Raphson process. With different viewpoint, some other researches combine EM and PSO in order to solving better a particular problem instead of improving EM itself. For example, Ari and Aksoy (Ari & Aksoy, 2010) used PSO to solve optimization problem of the clustering algorithm based on mixture model and EM. Rajeswari and Gunasundari (Rajeswari & Gunasundari, 2016) proposed EM for PSO based weighted clustering. Zhang, Zhuang, Gao, Luo, Ran, and Du (Zhang, et al., 2014) proposed a so-called PSO-EM algorithm to make optimum use of PSO in partial E-step in order solve the difficulty of integrals in normal compositional model. Golubovic, Olcan, and Kolundzija (Golubovic, Olcan, & Kolundzija, 2007) proposed a few modifications of the PSO algorithm which are applied to EM optimization of a broadside antenna array. Tang, Song, and Liu (Tang, Song, & Liu, 2014) proposed a hybrid clustering method based on improved PSO and EM clustering algorithm to overcome drawbacks of EM clustering algorithm. Tran, Vo, and Lee (Tran, Vo, & Lee, 2013) proposed a novel clustering algorithm for image segmentation by employing the arbitrary covariance matrices that uses PSO for the estimation of Gaussian mixture models.
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