Fetal Weight Estimation in Case of Missing Data
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**Abstract:**

Fetal weight estimation before delivery is important in obstetrics, which assists doctors diagnose abnormal or diseased cases. Linear regression based on ultrasound measures such as bi-parietal diameter (*bpd*), head circumference (*hc*), abdominal circumference (*ac*), and fetal length (*fl*) is common statistical method for weight estimation. There is a demand to retrieve regression model in case of incomplete data because taking ultrasound examinations is a hard task and early weight estimation is necessary in some cases. In this research, we proposed a so-called regression expectation maximization (REM) algorithm which is a combination of maximum likelihood estimation (MLE) method and expectation maximization (EM) method to construct the regression model when both ultrasound measures and fetal weight are missing. The special technique in REM is to build parallelly an entire regression function and many partial inverse regression functions for solving the problem of highly sparse data, in which missing values are filled in by expectations relevant to both entire regression function and inverse regression functions. Experimental results proved withstanding of REM for incomplete data, in which accuracy of REM decreases insignificantly when data sample is made sparse with high loss ratio 80%.
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1. **Introduction**

According to the regression approach of fetal weight estimation, without loss of generality, an estimation formula is a linear regression function *Z = α*0 *+ α*1*X*1 *+ α*2*X*2 *+ … + αnXn* where *Z* is estimated fetal weight whereas *Xi* (s) are gestational ultrasound measures such as bi-parietal diameter (*bpd*), head circumference (*hc*), abdominal circumference (*ac*), fetal length (*fl*). Variable *Z* is called response variable or dependent variable. Each *Xi* is called regression variable, regressor, predictor, regression variable, or independent variable. Each *αi* is called regression coefficient. In previous research [1] we survey many researches related to the regression approach. Hence, we focus on applying expectation maximization (EM) algorithm into constructing regression model. We proposed a so-called regression expectation maximization (REM) algorithm to learn linear regression function from incomplete data in which some values of *Z* and *Xi* are missing. Because this research is the successive one after our previous research [1], they share some common contents, but we confirm that their methods are different. The algorithm in the previous research is dual regression expectation maximization (DREM) algorithm. DREM only accepts incomplete *Z* but REM accepts both incomplete *Z* and incomplete *X*.

There is a demand to construct regression model in case of missing data because taking ultrasound examinations is a hard task and early weight estimation is necessary in some cases [1]. EM algorithm is an approach to solve the problem of incomplete data in regression analysis. Here we browse some researches relevant to EM algorithm and regression model. Kokic [2] proposed an excellent method to calculate expectation of errors for estimating coefficients of multivariate linear regression model. In Kokic’s method, response variable *Z* has missing values. Ghitany, Karlis, Al-Mutairi, and Al-Awadhi [3] calculated the expectation of function of mixture random variable in the expectation step of EM algorithm and then used such expectation for estimating parameters of multivariate mixed Poisson regression model in the maximization step. Anderson and Hardin [4] used reject inference technique to estimate coefficients of logistic regression model when response variable *Z* is missing but characteristic variables (regressors *Xi*) are fully observed. Anderson and Hardin replaced missing Z by its conditional expectation on regressors *Xi* where such expectation is logistic function. Zhang, Deng, and Su [5] used EM algorithm to build up linear regression model for studying glycosylated hemoglobin from partial missing data. In other words, they aim to discover relationship between independent variables (predictors) and diabetes.

Besides EM algorithm, there are other approaches to solve the problem of incomplete data in regression analysis. Haitovsky [6] stated that there are two main approaches to solve such problem. The first approach is to ignore missing data and to apply the least squares method into observations. The second approach is to calculate covariance matrix of regressors and then to apply such covariance matrix into constructing the system of normal equations. Robins, Rotnitzki, and Zhao [7] proposed a class of inverse probability of censoring weighted estimators for estimating coefficients of regression model. Their approach is based on the dependency of mean vector of response variable *Z* on vector of regressors *Xi* when *Z* has missing values. Robins, Rotnitzki, and Zhao [7] assumed that the probability *λit*(*α*) of existence of *Z* at time point *t* is dependent on existence of *Z* at previous time point *t*–1 but independent from *Z*. Even though *Z* is missing, the probability *λit*(*α*) is also determined and so the coefficients *β* is calculated based on the inverse of *λit*(*α*) and *Xi*. The inverse of *λit*(*α*) is considered as weight for complete case. Robins, Rotnitzki, and Zhao used additional time-dependent covariates *Vit* to determine *λit*(*α*).

In the article “Much ado about nothing: A comparison of missing data methods and software to fit incomplete data regression models”, Horton and Kleinman [8] classified 6 methods of regression analysis in case of missing data such as complete case method, ad-hoc method, multiple imputation, maximum likelihood, weighting method, and Bayesian method. EM algorithm belongs to maximum likelihood method. According to complete case method, regression model is learned from only non-missing values of incomplete data [8, p. 3]. The ad-hoc method refers missing values to some common value, creates an indicator of missingness as new variable, and finally builds regression model from both existent variables and such new variable [8, p. 3]. Multiple imputation method has three steps. Firstly, missing values are replaced by possible values. The replacement is repeated until getting an enough number of complete datasets. Secondly, some regression models are learned from these complete datasets as usual [8, p. 4]. Finally, these regression models are aggregated together. The maximum likelihood method aims to construct regression model by maximizing likelihood function. EM algorithm is a variant of maximum likelihood method, which has two steps such as expectation step (E-step) and maximization step (M-step). In E-step, multiple entries are created in an augmented dataset for each observation of missing values and then probability of the observation is estimated based on current parameter [8, p. 6]. In M-step, regression model is built from the augmented dataset. The REM algorithm proposed in this research is different from the traditional EM for regression analysis because we replace missing values in E-step by expectation of sufficient statistic via mutual balance process instead of estimating the probability of observation. The weighting method determines the probability of missingness and then uses such probability as weight for the complete case. The aforementioned research of Robins, Rotnitzki, and Zhao [7] belongs to the weighting approach. Instead of replacing missing values by possible values like imputation method does, the Bayesian method imputes missing values by the estimation with a prior distribution on the covariates and the close relationship between the Bayesian approach and maximum likelihood method [8, p. 7].

In general, the ideology of applying EM algorithm into regression model is not new but our proposed REM algorithm can build up regression models in case that both response variable *Z* and regressors *Xi* have missing values. In other words, REM accepts highly sparse data. From experimental results, the accuracy of REM decreases insignificantly when data sample is made sparse with high loss ratio 80%. The special technique in REM is to build parallelly an entire regression function *Z* = *α*0 *+ α*1*X*1 *+ α*2*X*2 *+ … + αnXn* and many partial inverse regression functions *Xj* = *βj*0 *+ βj*1*Z* for solving the problem of highly sparse data, in which missing values are filled in by expectations relevant to both entire regression function and inverse regression functions. Such expectations are re-estimated by a so-called balance process until their bias is small enough.

1. **Methodology**

Suppose we estimate the linear regression model *Z* = *α*0 *+ α*1*X*1 *+ α*2*X*2 *+ … + αnXn* where *Z* is fetal weight and *Y* is fetal age whereas *Xi* (s) are gestational ultrasound measures such as *bpd*, *hc*, *ac*, and *fl*. Suppose the random variable *Z* conforms normal distribution, according to equation (1) [9, pp. 8-9]. Note, *Z* is random variable whereas *X* is data in equation (1).

|  |  |
| --- | --- |
|  | (1) |

Where *α* = (*α*0, *α*1,…, *αn*)*T* is parameter vector and *X* = (1, *X*1, *X*2,…, *Xn*)*T* is data vector. The mean and variance of *Z* with regard to *P*(*Z* | *X*, *α*) are *αTX* and *σ*2, respectively. The superscript “*T*” denotes transposition operator in vector and matrix. Suppose each has an inverse linear regression model *Xj* = *βj*0 *+ βj*1*Z.* In other words, *Zj* now is considered as the random variable conforming normal distribution according to equation (2).

|  |  |
| --- | --- |
|  | (2) |

Where *βj* = (*βj*0, *βj*1)*T* is a partial parameter vector and (1, *Z*)*T* is a partial data vector. The mean and variance of each *Xj* with regard to the inverse distribution *Pj*(*Xj* | *Z*, *βj*) are *βjT*(1, *Z*)*T* and *σj*2, respectively. Of course, there are *n* inverse linear regression models.

Let ***D*** = (***X***, ***z***) be collected sample in which ***X*** is a set of sample measures and ***z*** is a set of fetal weights with note that both ***X*** and ***z*** are incomplete. In other words, ***X*** and ***z*** have missing values. Now we focus on estimating *α* and *βj* based on ***D***. As a convention let *α\** and *βj\** be estimates of *α* and *βj*, respectively [9, p. 8].

|  |  |
| --- | --- |
|  | (3) |

The expectation of sufficient statistic *Z* regard to the entire linear model *P*(*Z* | *X*, *α*) is specified by equation (4).

|  |  |
| --- | --- |
|  | (4) |

The expectation of each sufficient statistic *Xj* with regard to each inverse linear model *Pj*(*Xj* | *Z*, *βj*) is specified by equation (5).

|  |  |
| --- | --- |
|  | (5) |

Please pay attention to equations (4) and (5) because *Z* and *Xj* will be estimated by these expectations later.

By applying sample ***D*** into equations (1) and (2) and using maximum likelihood estimation (MLE) method, we retrieve equation (6) to estimate *α\** and *βj\** [9, pp. 8-9].

|  |  |
| --- | --- |
|  | (6) |

Where ***X***, ***z***, ***Z***, and ***x****j* are specified in equation (3). Because ***X*** and ***Z*** are incomplete, we apply expectation maximization (EM) algorithm into estimating (*α\**, *βj\**)*T*. EM algorithm has many iterations and each iteration has expectation step (E-step) and maximization step (M-step) for estimating parameters. Given current parameter Θ(*t*) = (*α*(*t*), *βj*(*t*))*T* at the *t*th iteration, missing values *zi* and *xij* are calculated in E-step so that ***X*** and ***Z*** become complete. In M-step, the next parameter Θ(*t*+1) = (*α*(*t*+1), *βj*(*t*+1))*T* is determined by equation (6) and the complete data ***X*** and ***Z***.

The most important problem in our research is how to estimate missing values *zi* and *xij*. Recall that every missing value *zi* is estimated as the expectation based on the current parameter *α*(*t*), according to equation (4).

Let *Ui* be a set of indices of missing values *xij*. In other words, if then, *xij* is missing. The set *Ui* can be empty. The equation (4) is written:

Note, *xi*0 = 1. According to equation (5), missing value *xij* is estimated by:

Combining equation (4) and equation (5), we have:

It implies:

|  |  |
| --- | --- |
|  | (7) |

Missing values *zi* and *xij* are estimated by the balance process shown in Table 1.

**Table 1.** Balance process for estimating missing values

|  |
| --- |
| 1. Step 1: Missing values *zi* are estimated by equation (7), based on the current parameter Θ(*t*) = (*α*(*t*), *βj*(*t*))*T*.   Missing values *xij* where are estimated by equation (5) and the estimated values *zi* above, based on the current parameter Θ(*t*) = (*α*(*t*), *βj*(*t*))*T*.   1. Step 2: For balancing both *P*(*Z* | *X*, *α*) and *Pj*(*Xj* | *Z*, *βj*) in estimation, values *zi* and *xij* are re-estimated by equations (4) and (5) as new *zi*’ and *xij*’, based on the current parameter Θ(*t*) = (*α*(*t*), *βj*(*t*))*T*. 2. Step 3: If the deviation between (*zi*’, *xij*’) and (*zi*, *xij*) is smaller than a small enough threshold or the process reaches a large enough number of iterations, the process stops; at that time *zi*’ and *xij*’ are final estimated values. Otherwise, going back step 2 with assignment *xij* = *xij*’. |

In fact, the balance process is an iterative process which is a combination of equations (4), (5), and (7). The process starts to estimate missing values *zi* without use of *xij*. Conversely, the process can start to estimate missing values *xij* without use of *zi*, which is called inverse balance process.

Recall that *Ui* is the set of indices of missing values *xij*. Every missing value *xil* is estimated as the expectation based on the current parameter *βj*(*t*), according to equation (5).

According to equation (4), missing value *zi* is estimated by:

Combining equation (5) and equation (4), we have:

In other words, we have:

Where,

Suppose the cardinality of *Ui* is *k*, which means that there is *k* missing values *xij*. Derived from the combination above, missing values are solution of the following system of *k* equations.

Therefore, missing values *xij* are calculated by equation (8) according to Cramer method.

|  |  |
| --- | --- |
|  | (8) |

Where,

Table 2 shows the inverse balance process.

**Table 2.** Inverse balance process of missing values

|  |
| --- |
| 1. Step 1: Missing values *xij* where are estimated by equation (8), based on the current parameter Θ(*t*) = (*α*(*t*), *βj*(*t*))*T*. Missing values *zi* are estimated by equation (7), based on the current parameter Θ(*t*) = (*α*(*t*), *βj*(*t*))*T*.   Missing values *zi* are estimated by equation (4) and the estimated values *xij* above, based on the current parameter Θ(*t*) = (*α*(*t*), *βj*(*t*))*T*.   1. Step 2: For balancing both *P*(*Z* | *X*, *α*) and *Pj*(*Xj* | *Z*, *βj*) in estimation, values *xij* and *zi* are re-estimated by equations (5) and (4) as new *xij*’ and *zi*’, based on the current parameter Θ(*t*) = (*α*(*t*), *βj*(*t*))*T*. 2. Step 3: If the deviation between (*zi*’, *xij*’) and (*zi*, *xij*) is smaller than a small enough threshold or the process reaches a large enough number of iterations then, the process stops; at that time *zi*’ and *xij*’ are final estimated values. Otherwise, going back step 2 with assignment *zi* = *zi*’. |

In fact, the inverse balance process is an iterative process which is a combination of equations (4), (5), and (8). We use the balance process shown in Table 1 for experiments in this research with note that the balance process leans to enhance the entire model *Z* = *α*0 *+ α*1*X*1 *+ α*2*X*2 *+ … + αnXn* and the inverse balance process leans to enhance the inverse models *Xj* = *βj*0 *+ βj*1*Z*. As a result, EM algorithm [10, p. 4] associated with the balance process for regression model is shown in Table 3. This is our so-called Regression Expectation Maximization (REM) algorithm.

**Table 3.** Regression Expectation Maximization (REM) Algorithm

|  |
| --- |
| 1. E-step: Missing values *zi* and *xij* are estimated by the balance process shown in Table 1 or Table 2. The balance process is the core of REM. 2. The next parameter Θ(*t*+1) = (*α*(*t*+1), *βj*(*t*+1))*T* is determined by equation (6) and the complete data ***X*** and ***Z*** fulfilled in E-step. |

The REM algorithm stops if at some *t*th iteration, we have Θ(*t*) = Θ(*t*+1) = Θ*\**. At that time, Θ*\** = (*α\**, *β\**)*T* is the optimal estimate of EM algorithm. In practice, the algorithm can stop if deviation between Θ(*t*) and Θ(*t*+1) is smaller than a small enough threshold or REM reaches a large enough number of iterations. The smaller the terminated threshold is, the more accurate REM is. REM uses both the terminated threshold *ε* = 0.1% = 0.001 and the maximum number of iterations *maximum-iteration* = 1000. The parameter *maximum-iteration* = 1000 prevents REM from running for a long time.

An technique to improve the convergence of REM is to initialize the parameter Θ(1) = (*α*(1), *β*(1))*T* at the first iteration of EM process in proper way instead of initializing Θ(1) in arbitrary way [1]. As usual, Θ(1) is initialized arbitrarily. Let ***X***’ be the complete matrix of ultrasound measures, which is created by removing all rows whose values are missing from ***X***. Similarly, let ***Z***’ be the complete matrix of fetal weights, which is created by removing rows whose weights are missing from ***Z***. The advanced Θ(1) = (*α*(1), *β*(1))*T* is initialized by equation (9).

|  |  |
| --- | --- |
|  | (9) |

Where ***z***’ is the complete vector of non-missing weights and ***x****j*’ is the complete vector of non-missing measures. Equation (9) is variant of equation (6) where ***X***, ***Z***, ***x****j*, and ***z*** are replaced by ***X***’, ***Z***’, ***x****j*’, and ***z***’.

1. **Results and Discussion**

We use a gestational sample of 127 cases in which each case includes ultrasound measures, fetus age, and fetus weight. Ultrasound measures are bi-parietal diameter (*bpd*), head circumference (*hc*), abdominal circumference (*ac*), and fetal length (*fl*). The unit of *bpd*, *hc*, *ac*, and *fl* is millimeter whereas the unit of fetal weight is gram. Ho and Phan [11], [12] collected the sample of pregnant women at Vinh Long General Hospital – Vietnam with obeying strictly all medical ethical criteria. The dataset is split into two folders and each folder owns one training dataset and one testing dataset. Later on, the training dataset is made sparse with sparse ratios 0.2, 0.4, 0.6, and 0.8, which is as same as our previous research [1]. There are ten testing pairs of complete and incomplete training datasets and testing datasets according to Table 4 [1].

**Table 4.** Ten testing pairs

|  |  |  |  |
| --- | --- | --- | --- |
| Pair | Training dataset | Testing dataset | Sparse ratio |
| 1 | *sample1.base* | *sample1.test* | 0% |
| 2 | *sample2.base* | *sample2.test* | 0% |
| 3 | *sample1.base.0.2.miss* | *sample1.test* | 20% |
| 4 | *sample2.base.0.2.miss* | *sample2.test* | 20% |
| 5 | *sample1.base.0.4.miss* | *sample1.test* | 40% |
| 6 | *sample2.base.0.4.miss* | *sample2.test* | 40% |
| 7 | *sample1.base.0.6.miss* | *sample1.test* | 60% |
| 8 | *sample2.base.0.6.miss* | *sample2.test* | 60% |
| 9 | *sample1.base.0.8.miss* | *sample1.test* | 80% |
| 10 | *sample2.base.0.8.miss* | *sample2.test* | 80% |

The 1st and 2nd pairs are called completed pairs whereas 3rd, 4th, 5th, 6th, 7th, 8th, 9th, and 10th are called incomplete pairs. Experimental results from incomplete pairs are compared together and are aligned with experimental results from complete pairs in order to evaluate withstanding of REM for missing values. Table 5 shows ten regression models corresponding to ten testing pairs.

**Table 5.** Ten resulted regression models

|  |  |
| --- | --- |
| Pair | Regression model |
| 1 | *weight* = -5633.9620 + 44.6266\**bpd* + 1.8354\**hc* + 15.7559\**fl* + 9.2693\**ac* |
| 2 | *weight* = -5814.4685 + 48.2633\**bpd* + 2.0894\**hc* + 17.6452\**fl* + 8.1373\**ac* |
| 3 | *weight* = -5749.4868 + 40.8380\**bpd* + 2.0846\**hc* + 24.3397\**fl* + 8.6234\**ac* |
| 4 | *weight* = -5839.8749 + 42.2349\**bpd* + 2.1478\**hc* + 23.4239\**fl* + 8.6419\**ac* |
| 5 | *weight* = -6129.6996 + 47.2796\**bpd* + 3.7401\**hc* + 23.9699\**fl* + 6.5586\**ac* |
| 6 | *weight* = -5916.1902 + 39.3985\**bpd* + 1.6670\**hc* + 29.7328\**fl* + 8.8414\**ac* |
| 7 | *weight* = -5910.2794 + 51.1290\**bpd* + 0.1551\**hc* + 24.9170\**fl* + 8.0808\**ac* |
| 8 | *weight* = -5878.4885 + 30.1106\**bpd* + 3.5594\**hc* + 38.2013\**fl* + 7.6653\**ac* |
| 9 | *weight* = -5730.8654 + 35.1776\**bpd* + 1.4169\**hc* + 47.2740\**fl* + 5.9599\**ac* |
| 10 | *weight* = -6058.3298 - 2.3765\**bpd* + 17.6105\**hc* + 58.8048\**fl* - 1.0858\**ac* |

Now we assess such ten regression models with subject to two typical metrics such as mean absolute error (MAE) and sample correlation coefficient (R). Let *W* = {*w*1, *w*2,…, *wK*} and *V* = {*v*1, *v*2,…, *vK*} be sets of actual weights and estimated weights, respectively. Equation (10) specifies the MAE metric [13, p. 20].

|  |  |
| --- | --- |
|  | (10) |

The smaller the MAE is, the more accurate the DREM is. Table 6 shows MAE metric which evaluates the ten models.

**Table 6.** MAE of ten models

|  |  |
| --- | --- |
| Pair | MAE |
| 1 | 164.3777 |
| 2 | 171.5367 |
| 3 | 166.7447 |
| 4 | 173.4081 |
| 5 | 169.3976 |
| 6 | 178.1556 |
| 7 | 165.2540 |
| 8 | 184.2218 |
| 9 | 176.5944 |
| 10 | 265.0925 |
| Average | 181.4783 |

Let *rMAEi* be the bias ratio of MAE between the pair *i*th and the pair 1th if *i* odd or the pair 2th if *i* even. For example, we have [1]:

|  |  |
| --- | --- |
|  | (11) |

From equation (11), these bias ratios indicate withstanding of REM for incomplete data. For instance, the value *rMAE*3 = 0.0144 implies that the accuracy of dual REM decreases 1.44% when the completion of training dataset of the 3rd pair decreases 20%. The value *rMAE*4 = 0.0109 implies that the accuracy of REM decreases 1.09% when the completion of training dataset of the 4th pair decreases 20%. The bias ratios of the pairs 3rd (20% missing values), 5th (40% missing values), 7th (60% missing values), and 9th (80% missing values) are 1.44%, 3.05%, 0.53%, and 7.43%. It is concluded that such bias ratios are much smaller than percentages of missing values and so the withstanding of REM for missing values is significant. Like our previous research [1], we make a one-way paired t-test of *X* = {20%, 40%, 60%, 80%} and *Y* = {1.44%, 3.05%, 0.53%, 7.43%}. Given significant level 95%, the statistic *t*0 is calculated by equation (12) [14, p. 376].

|  |  |
| --- | --- |
|  | (12) |

Where,

Note that = 0.4689 and *sD* = 0.2394 are sample mean and sample standard deviation of *D*. Because the *t*0 is larger than the percentage point *t*0.05, 3 = 2.353, difference between the percentage of missing values and the percentage of decrease in accuracy of DREM is significant with odd pairs (3rd, 5th, 7th, 9th). Table 7 shows paired t-tests, given MAE metric and significant level 95%. We use odd pairs (even pairs) in a same group which is compared with the 1st pair (the 2nd pair) because odd pairs (even pairs) share the same testing dataset *sample1.test* (*sample2.test*).

**Table 7.** Paired t-tests given MAE metric where *t*0.05, 3 = 2.353

|  |  |  |
| --- | --- | --- |
|  | *t*0 | Difference |
| Odd pairs | 3.9173 | Significant |
| Even pairs | 4.5241 | Significant |

From paired t-tests in Table 7, it is asserted that the withstanding of REM for missing values with regard to MAE metric is significant because the bias ratios with regard to MAE metric are much smaller than percentages of missing values.

We continue to assess such ten regression models with subject to R metric. Equation (13) specifies R metric [14, p. 432].

|  |  |
| --- | --- |
|  | (13) |

The *R* reflects adequacy of a given formula. The larger the *R* is, the better the formula is. Table 8 shows R metric which evaluates our models.

**Table 8.** R metric of ten models

|  |  |
| --- | --- |
| Pair | R |
| 1 | 0.9595 |
| 2 | 0.9588 |
| 3 | 0.9592 |
| 4 | 0.9588 |
| 5 | 0.9590 |
| 6 | 0.9583 |
| 7 | 0.9591 |
| 8 | 0.9561 |
| 9 | 0.9551 |
| 10 | 0.9018 |
| Average | 0.9526 |

Table 9 shows paired t-tests given R metric.

**Table 9.** Paired t-tests given R metric where *t*0.05, 3 = 2.353

|  |  |  |
| --- | --- | --- |
|  | *t*0 | Difference |
| Odd pairs | 3.8599 | Significant |
| Even pairs | 3.6563 | Significant |

From paired t-tests in Table 9, it is asserted that the withstanding of REM for missing values with regard to R metric is significant because the bias ratios with regard to R metric are much smaller than percentages of missing values.

1. **Conclusions**

In general, from experimental results on two typical evaluation metrics such as MAE and R, we conclude that REM solves totally the problem in which fetal weight, fetal ages, and ultrasound measures can be missing. This problem was raised in our previous research [1]. As a result, practitioners will have a lot of benefits when they will not be stressful in taking ultrasound examinations. In other words, it is acceptable for practitioners to make unintentional mistakes when taking ultrasound examinations. Of course, early weight estimation is achieved because ultrasound examination can be taken at any time of gestational period because it is not mandatory to know fetal weights. When the withstanding of REM for missing values is proved, we will improve REM with prior distribution of coefficients (*α*, *βj*) and compare REM with other algorithms for further research.
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