VIETNAM GENERAL CONFEDERATION OF LABOUR

**TON DUC THANG UNIVERSITY**

**FACULTY OF INFORMATION TECHNOLOGY**

![](data:image/png;base64,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)

**PHAN LE MINH NHUT- 519H0211**

**FINAL PROJECT**

**INTRODUCTION TO MACHINE LEARNING**

**SOFTWARE ENGINEERING**

Advised by

**MSc. Le Anh Cuong**

**HO CHI MINH CITY, YEAR 2023**

**Bài 1 (3 điểm): làm riêng từng người**

Trình bày một bài nghiên cứu, đánh giá của em về các vấn đề sau:

1. Tìm hiểu, so sánh các phương pháp Optimizer trong huấn luyện mô hình học máy;
2. Tìm hiểu về Continual Learning và Test Production khi xây dựng một giải pháp học máy để giải quyết một bài toán nào đó.

------------------------------------------------------------------------------------------------------------

1. Các phương pháp tối ưu hóa hay còn gọi là “Optimizer” đóng vai trò rất quan trọng trong việc tìm ra tham số tốt nhất cho mô hình, bới nó chính là thuật toán giúp cho việc cập nhật và điều chỉnh các tham số của mô hình (như trọng số và bias) để giảm thiểu hàm mất mát (loss function). Nhờ vậy kết quả dự đoán của mô hình sẽ chính xác hơn.

Một số phương pháp tối ưu hóa thông dụng như là :

* + **Gradient Descent**: Là một trong những phương pháp cơ bản và thông dụng nhất, phương pháp này cập nhật trọng số mô hình bằng cách di chuyển theo hướng ngược lại với gradient của hàm mất mát. Sử dụng toàn bộ tập dữ liệu để cập nhật trọng số mô hình theo hướng giảm thiểu hàm mất mát.
    - **Áp dụng**:
    - Tính gradient của hàm mất mát đối với mỗi trọng số.
    - Cập nhật trọng số theo hướng ngược lại với gradient.
    - Lặp lại cho đến khi đạt đến điều kiện dừng (ví dụ: số lần lặp, sự thay đổi nhỏ trong mất mát).
    - **Ưu điểm**: Phương pháp này rất đơn giản và dễ hiểu,rất hợp lí khi sử dụng cho các tập dữ liệu nhỏ và trung bình. Cập nhật trọng số sau mỗi vòng lặp
    - **Nhược điểm**: Không hiệu quả với dữ liệu lớn do cần tính toán gradient trên toàn bộ tập dữ liệu.Vẫn còn phụ thuộc vào nghiệm tạo ban đầu và LR (Learning Rate)
    - **So sánh**:
    - Nếu so sánh, GD sẽ chậm hơn SGD và Mini-Batch GD trong việc xử lý các dữ liệu lớn.
    - Sẽ ít bị “nhiễu” hơn so với SGD, nhưng sẽ dễ mắc kẹt ở các điểm cực tiểu địa phương.
  + **Stochastic Gradient Descent (SGD):** Biến thể của GD, nhưng thay vì sử dụng toàn bộ tập dữ liệu, SGD sẽ cập nhật trọng số cho mỗi mẫu dữ liệu, giúp hội tụ nhanh hơn nhưng có thể không ổn định trong một số trường hợp.
* **Áp dụng**:
  + - Tính gradient của hàm mất mát cho mỗi mẫu dữ liệu.
    - Cập nhật trọng số dựa trên gradient này.
    - Lặp lại quá trình cho toàn bộ tập dữ liệu.
* **Ưu điểm:** Nhanh hơn GD khi xử lý dữ liệu lớn, có thể thoát khỏi điểm cực tiểu địa phương.
* **Nhược điểm:** Cập nhật trọng số không ổn định, có thể dẫn đến hội tụ chậm
* **So sánh:**
  + - Quy trình xử lý nhanh hơn và tương đồng so với GD nhưng cập nhật không ổn định, dẫn đến sự “nhiễu” lớn.
    - Thích hợp với dữ liệu lớn
  + **Mini-Batch Gradient Descent**: Là sự kết hợp giữa GD và SGD, sử dụng một lô (batch) của dữ liệu thay vì toàn bộ tập dữ liệu hoặc một mẫu dữ liệu, giúp giảm thiểu việc bị “nhiễu” trong quá trình học máy.
    - **Áp dụng:**
    - Chia tập dữ liệu thành nhiều lô.
    - Tính gradient và cập nhật trọng số cho mỗi lô.
    - Lặp lại cho tới khi hoàn thành tất cả các lô.
    - **Ưu điểm:** Cung cấp sự cân bằng giữa hiệu suất xử lý của GD và sự nhanh nhẹn của SGD.
    - **Nhược điểm:** Cần lựa chọn kích thước lô một cách phù hợp
    - **So sánh:**
    - Là phương pháp cân bằng tốt giữa hiệu suất và ổn định trong tất cả các phương pháp khác và cần lựa chọn phù hợp kích thước lô
  + **Momentum**: Là phương pháp SGD nhưng cải tiến và thêm "quán tính" vào để cập nhật trọng số, giúp tăng tốc độ học và vượt qua các điểm cực tiểu
* **Áp dụng:**
  + - Tính gradient như trong SGD.
    - Áp dụng một phần của cập nhật trọng số trước đó vào cập nhật hiện tại để tăng quán tính.
    - Cập nhật trọng số dựa trên gradient và quán tính.
* **Ưu điểm:** Giúp thoát khỏi các điểm cực tiểu địa phương, tăng tốc độ hội tụ.
* **Nhược điểm:** Thêm siêu tham số (ví dụ: tỷ lệ quán tính) cần được tinh chỉnh. Các tỷ lệ quán tính cần được tinh chỉnh
* **So sánh:**
  + - Nhanh hơn SGD.
    - Phù hợp với các bài toán có dạng địa hình phức tạp.
  + **Adagrad**: Điều chỉnh tốc độ học tự động cho mỗi tham số, rất hữu dụng với các dữ liệu thưa thớt và các tham số không cập nhật thường xuyên.
    - **Áp dụng:**
    - Lưu trữ tổng bình phương của các gradient trước đó cho mỗi tham số.
    - Điều chỉnh tốc độ học dựa trên tổng bình phương này.
    - Cập nhật trọng số theo tỷ lệ ngược với kích thước của gradient.
    - **Ưu điểm:** Hiệu quả với dữ liệu thưa và các bài toán yêu cầu chính xác cao.
    - **Nhược điểm:** Tốc độ học có thể giảm quá nhanh, dẫn đến hội tụ sớm
    - **So sánh:**
    - Tránh được vấn đề lựa chọn tốc độ học cố định.
    - Có thể giảm tốc độ học quá nhanh về cuối quá trình huấn luyện.
  + **RMSprop**: Phiên bản Cải tiến Adagrad bằng cách sử dụng trung bình di động cho gradient, giúp tránh việc tốc độ học giảm quá nhanh.
    - **Áp dụng:**
    - Tính bình phương của gradient và áp dụng trung bình di động.
    - Điều chỉnh tốc độ học dựa trên trung bình di động này.
    - Cập nhật trọng số tương tự như Adagrad nhưng với tốc độ học được hiệu chỉnh.
    - **Ưu điểm:** Giải quyết vấn đề giảm tốc độ học quá nhanh của Adagrad.
    - **Nhược điểm:** Cần cấu hình thêm siêu tham số.
    - **So sánh:**
    - Hiệu quả hơn Adagrad, đặc biệt trong các tình huống cần tốc độ học linh hoạt.
  + **Adam (Adaptive Moment Estimation):** Là phương pháp kết hợp các ý tưởng từ RMSprop và Momentum để điều chỉnh tốc độ học dựa trên trung bình di động của cả gradient và bình phương gradient.
* **Áp dụng:**
  + - Tính trung bình di động của gradient và bình phương gradient.
    - Điều chỉnh cả gradient và tốc độ học dựa trên trung bình di động này.
    - Cập nhật trọng số sử dụng cả hai yếu tố này.
* **Ưu điểm:** Cân bằng tốt giữa hiệu suất và ổn định, ít cần điều chỉnh siêu tham số.
* **Nhược điểm:** Có thể không ổn định trong một số trường hợp cụ thể.
* **So sánh:**
  + - Rất phổ biến do cân bằng giữa hiệu suất và ổn định.
    - Hiệu quả trong nhiều bài toán và mô hình khác nhau.

1. *Continual Learning (Học Tập Liên Tục)*

Học liên tục là khái niệm học mô hình cho một số lượng lớn bài học/nhiệm vụ một cách tuần tự mà không quên kiến ​​thức thu được từ các bài học/nhiệm vụ trước, trong đó dữ liệu trong các nhiệm vụ cũ không còn nữa trong quá trình đào tạo những cái mới.

Nói ngắn gọn Continual Learning tập trung vào việc phát triển các mô hình có khả năng học liên tục từ dữ liệu mới mà không quên những gì đã học trước đó. Điểm quan trọng của Continual Learning là giải quyết vấn đề "quên kiến thức" (catastrophic forgetting), nơi mô hình mất đi khả năng thực hiện tốt trên dữ liệu cũ khi được huấn luyện trên dữ liệu mới.

**Đặc điểm của Học Liên Tục:**

* Khả năng Thích Ứng: Mô hình có thể thích ứng với những thay đổi trong dữ liệu hoặc môi trường.
* Tránh Quên Kiến Thức: Mô hình duy trì hiệu suất trên dữ liệu cũ khi học dữ liệu mới.
* Học Từ Dữ Liệu Liên Tục: Khả năng học từ dòng dữ liệu không ngừng và không cố định.

**Những thách thức chính của Học Liên Tục:**

* Không biết được chính xác vấn đề :

Nếu chúng ta đang làm việc trong lĩnh vực Học máy ứng dụng, việc xác định vấn đề là cực kỳ quan trọng vì nó sẽ ảnh hưởng đến các quyết định ta đưa ra về công nghệ, nguồn dữ liệu và những người sẽ tham gia vào quá trình phát triển sản phẩm.

Vấn đề này giải thích tại sao chỉ có 20% lập trình viên AI của các tập đoàn lớn là đạt đến giai đoạn sản xuất và nhiều người trong số họ không phục vụ được nhu cầu của người tiêu dùng như dự định trong quá trình phát triển. Có hai khả năng cho thống kê này: một là vấn đề sai đang được giải quyết, và khả năng còn lại là không phải tất cả các biến đều được tính đến trong quá trình phát triển.

* Thu thập dữ liệu cần thiết

Khi nói đến Học máy liên tục, một trong những khía cạnh khó khăn nhất là thu thập và sắp xếp dữ liệu cần thiết để đào tạo mô hình. Điều này ngược lại với nghiên cứu khoa học, nơi dữ liệu đào tạo thường có thể truy cập được và mục đích là phát triển mô hình Machine Learning phù hợp nhất.

Theo Real World AI của Rochwerger và Pang, "khi phát triển Trí tuệ nhân tạo trong thế giới thực, dữ liệu được sử dụng để đào tạo mô hình quan trọng hơn nhiều so với chính mô hình đó." Trong giới học thuật, các Tiến sĩ Khoa học Dữ liệu dành phần lớn thời gian và công sức để phát triển các mô hình mới. Tuy nhiên, trong trường hợp Học máy liên tục thì ngược lại. Dữ liệu được sử dụng để đào tạo các mô hình trong học thuật chỉ nhằm mục đích chứng minh rằng mô hình đó hoạt động hiệu quả, không phải để giải quyết các vấn đề trong thế giới thực Việc thu thập dữ liệu chính xác và chất lượng cao có thể được sử dụng để đào tạo một mô hình AI hoạt động là rất khó thực hiện trong thế giới thực.

* Duy trì các mô hình Machine Learning

Như đã nêu trước đó, các mô hình Machine Learning hoạt động trong môi trường dữ liệu động, nơi dữ liệu liên tục thay đổi. “Sự sai lệch khái niệm” có thể xảy ra, điều này sẽ ảnh hưởng tiêu cực đến độ chính xác của mô hình nếu nó không được sửa chữa, đó là lý do tại sao nó được gọi là học tập “liên tục”.

Thật không may, AI cần có sự can thiệp của con người, bảo trì, quản lý liên tục và điều chỉnh hướng đi để mang lại kết quả có ý nghĩa. Ví dụ, trong đại dịch COVID-19, nhiều mẫu máy gặp trục trặc trong quá trình ngừng hoạt động do có sự thay đổi lớn so với tiêu chuẩn.

Theo Harvard Business Review, tác động đến hành vi của người tiêu dùng đã tạo ra một vấn đề không lường trước được: lỗ hổng thông tin, vì dữ liệu được thu thập trước cuộc khủng hoảng, không còn có thể được sử dụng để dự đoán chính xác các mô hình trong tương lai. Thành phần quan trọng cho các chương trình khách hàng thân thiết của khách hàng bán lẻ, đề xuất sản phẩm do AI điều khiển và một loạt các lựa chọn kinh doanh quan trọng có vấn đề nghiêm trọng về chất lượng. Vì điều này, các mô hình ML được yêu cầu phải đào tạo lại.

Tóm lại, việc đảm bảo rằng bạn có sẵn cơ sở hạ tầng và quy trình để thu thập và cập nhật các mô hình của mình một cách liên tục là chìa khóa để đảm bảo rằng mô hình Machine Learning của bạn sẽ có hiệu quả về lâu dài.

Các bộ dữ liệu công khai không hữu ích cho các mô hình đào tạo trong nhiều ứng dụng Machine Learning được áp dụng, chẳng hạn như Học máy liên tục, vì chúng không được quản lý tốt. Bạn thu thập dữ liệu của riêng mình hoặc bạn mua dữ liệu đó từ bên thứ ba. Không có lựa chọn nào là lý tưởng. Cả hai lựa chọn thay thế đều có những khó khăn riêng.

**Sự quan trọng của việc Học Liên Tục:**

Đào tạo liên tục định kỳ giúp mô hình ML cập nhật dữ liệu mới nhất.

Các mô hình ML cần được đào tạo lại một cách thường xuyên. Tuy nhiên, nếu không có sự khác biệt về khái niệm hoặc lý do quan trọng để đào tạo lại, chẳng hạn như trong đại dịch nêu trên, thì điều này có thể rất tốn kém về lâu dài.

Đôi khi các mô hình ML giảm xuống dưới ngưỡng chấp nhận được.

Một vấn đề lớn với điều này là phải mất một thời gian để xác định sự thật cơ bản, hay còn gọi là dữ liệu chính xác.

Dữ liệu có thể trở nên quá khác so với dữ liệu mà mô hình ML được đào tạo ban đầu.

Để ngăn điều này xảy ra, điều cần thiết là phải cập nhật cho nhóm hoặc cá nhân biết về dữ liệu đầu vào ban đầu.

Tóm lại, Học máy liên tục phá vỡ khái niệm AI thu hẹp và cung cấp khả năng cho máy móc thu thập dữ liệu và tinh chỉnh dữ liệu, giống như con người sẽ làm trong suốt cuộc đời của họ.

Một số thách thức đi kèm với Học máy liên tục, chẳng hạn như tìm ra vấn đề cần giải quyết, thu thập dữ liệu cần thiết và duy trì các mô hình ML. Tuy nhiên, khả năng diễn giải dữ liệu mới và thay đổi đầu ra theo xu hướng và thông tin mới là một phần quan trọng trong sự tiến bộ của Trí tuệ nhân tạo.

*Test Production (Kiểm Thử Trong Môi Trường Sản Xuất)*

Test Production, hay kiểm thử trong môi trường sản xuất, là quá trình kiểm tra và đánh giá các ứng dụng, hệ thống, hoặc mô hình AI trong một môi trường thực tế, nơi chúng sẽ được triển khai và sử dụng. Mục tiêu là đảm bảo rằng sản phẩm hoạt động chính xác, hiệu quả và an toàn trong điều kiện thực tế.

**Đặc điểm của Test Production:**

* Môi Trường Thực Tế: Kiểm thử trong điều kiện và môi trường sử dụng thực tế.
* Đánh Giá Hiệu Suất: Đảm bảo rằng sản phẩm hoạt động như mong đợi khi đối mặt với dữ liệu thực tế và tình huống không dự đoán trước.
* Phát Hiện và Giải Quyết Lỗi: Tìm và khắc phục các sự cố không được phát hiện trong quá trình kiểm thử trước đó.

Kiểm thử trong ngành công nghiệp phần mềm là một lĩnh vực được nghiên cứu và phát triển kỹ lưỡng. Những kinh nghiệm tốt đã học được từ vô số dự án thất bại giúp chúng ta phát hành những bản vá thường xuyên và có ít cơ hội hơn để nhìn thấy những khiếm khuyết trong sản xuất.

Một mô hình bao gồm mã (thuật toán, tiền xử lý, hậu xử lý, v.v.), dữ liệu và cơ sở hạ tầng tạo điều kiện thuận lợi cho thời gian chạy.

Các loại thử nghiệm khác nhau bao gồm việc đảm bảo chất lượng cho các thành phần khác nhau của hệ thống.

**Kiểm tra dữ liệu**: đảm bảo dữ liệu mới đáp ứng các giả định của bạn. Việc kiểm tra này là cần thiết trước khi chúng tôi đào tạo một mô hình và đưa ra dự đoán. Trước khi đào tạo mô hình, X và y (nhãn)

**Kiểm tra đường ống(Pipeline)**: đảm bảo đường ống của bạn được thiết lập chính xác. Đối với hệ thống ML, nó cũng có thể đo lường tính nhất quán (khả năng tái tạo).

**Đánh giá mô hình**: đánh giá đường ống ML của bạn tốt như thế nào. Tùy thuộc vào số liệu và tập dữ liệu bạn đang sử dụng, nó có thể đề cập đến những thứ khác nhau.

* Đánh giá về tập dữ liệu nắm giữ/xác thực chéo.
* Đánh giá các đường ống đã triển khai và thực tế cơ bản (đánh giá liên tục).
* Đánh giá dựa trên phản hồi của người dùng hệ thống (các số liệu liên quan đến doanh nghiệp, không phải proxy ML có thể đo lường được)

Có một loạt các kỹ thuật có thể được áp dụng trong quy trình, như đánh giá dựa trên lát cắt, phân tích nhóm/mẫu MVP (một tập hợp con quan trọng), nghiên cứu cắt bỏ, thử nghiệm dựa trên nhóm con người dùng (như thử nghiệm Beta và A/B thử nghiệm).

**Thử nghiệm mô hình**: bao gồm việc kiểm tra rõ ràng các hành vi mà chúng ta mong đợi mô hình của mình tuân theo. Loại thử nghiệm này không phải để cho chúng tôi biết các chỉ số liên quan đến độ chính xác mà để ngăn chúng tôi xử lý không tốt trong quá trình sản xuất. Các loại thử nghiệm phổ biến bao gồm, nhưng không giới hạn ở:

* Kiểm tra tính bất biến (nhiễu loạn): nhiễu loạn của đầu vào mà không ảnh hưởng đến đầu ra của mô hình.
* Kiểm tra kỳ vọng định hướng: để đạt được mục tiêu, chúng ta phải có tác động có thể dự đoán được đối với đầu ra của mô hình. Ví dụ, nếu lượng máu mất trong một cuộc phẫu thuật tăng lên thì lượng máu để truyền cũng sẽ tăng lên.
* Hồi quy điểm chuẩn: sử dụng các mẫu được xác định trước và cổng chính xác để đảm bảo phiên bản của mô hình sẽ không gây ra các vấn đề điên rồ.
* Kiểm tra overfitting : điều chỉnh overfit của mô hình với một phần nhỏ của tập dữ liệu đầy đủ và xác nhận xem mô hình có thể ghi nhớ dữ liệu hay không.

Quy trình Test Production :

**Đánh giá mô hình: Công cụ và số liệu Imp**

Đánh giá mô hình là giai đoạn 0 của thử nghiệm mô hình và chỉ giới hạn ở chức năng của mô hình. Dưới đây là số liệu cho từng loại mô hình để đánh giá chất lượng của nó. Đối với các tập dữ liệu không cân bằng, điểm F1 và điểm AUC là tốt nhất để phân loại và đối với dữ liệu nặng ngoại lệ, MAE sẽ tốt hơn cho hồi quy. Đối với một số mô hình như mô hình giám sát dựa trên cây quyết định tổng hợp (XGBoost, RF). SHAP có thể được sử dụng để hiểu logic dự đoán như mô hình hộp đen ở chế độ xem tổng thể và LIME để kiểm tra các trường hợp cụ thể là gì

**Kiểm tra trước đào tạo/Kiểm tra đơn vị**

Khi chúng tôi áp dụng phương pháp học trực tuyến hoặc học theo đợt, trước quá trình đào tạo, một số thử nghiệm đơn vị sẽ được thực hiện để đáp ứng các yêu cầu về phần mềm/mô hình như đúng định dạng dữ liệu, đủ dữ liệu, v.v. như dưới đây

**Bài kiểm tra sau đào tạo - Học hàng loạt và học trực tuyến**

Kiểm tra sau đào tạo được thực hiện sau đào tạo theo đợt nhưng trong quá trình đào tạo học trực tuyến

Kiểm tra độ trễ: Kiểm tra xem dự đoán có được thực hiện trong vòng một phần giây hay không để mô hình có thể mở rộng và xử lý lưu lượng. Nếu mất ≥ một phút thì phần lớn thiết kế mô hình cần phải thay đổi. Bài kiểm tra này rất quan trọng nếu nó là một phương pháp học máy trực tuyến. Một kỹ thuật để giải quyết vấn đề này trong học tập trực tuyến là đặt siêu tham số làm giá trị tĩnh và không sử dụng cv tìm kiếm dạng lưới để điều chỉnh tham số mỗi khi có dữ liệu mới vì nó có thể làm tăng độ trễ. Do đó, có thể tìm thấy giá trị tĩnh của siêu tham số bằng cách chạy tập dữ liệu được lấy mẫu/tập hợp con và huấn luyện mô hình về các kỹ thuật như cv tìm kiếm ngẫu nhiên để có được tham số tốt nhất dựa trên dữ liệu xác thực đa số

Kiểm tra tải: Kiểm tra xem mô hình có thể xử lý bao nhiêu dữ liệu kiểm tra cùng một lúc. Điều này rất quan trọng cho cả việc học theo đợt và học trực tuyến. Một kỹ thuật sử dụng SQLalchemy để kiểm tra xem tất cả DB (cơ sở dữ liệu) có được truy cập song song hay không, điều này sẽ cho phép xử lý lượng lớn dữ liệu. Ngoài ra, bộ chứa AWS còn giúp giám sát CPU/bộ nhớ. Locust là một công cụ để tự động hóa việc kiểm tra này.

**Thử nghiệm A/B: Đào tạo lại mô hình**

Trong một số mô hình ML/AI, theo thời gian, các đặc điểm dữ liệu thay đổi, do đó mô hình được đào tạo trên dữ liệu cũ có thể không hoạt động tốt trong dữ liệu mới. Điều này được gọi là trôi dạt dữ liệu. Tương tự, hiện tượng lệch khái niệm xảy ra khi các giả định do mô hình học máy đưa ra không còn đúng trong dữ liệu trong thế giới thực mà nó gặp trong quá trình triển khai.

Do đó, cần phải đào tạo lại sau khi triển khai ML. Thử nghiệm A/B giúp quyết định xem phiên bản mới của mô hình có nên thay thế mô hình cũ hay không.

Trong thử nghiệm A/B (được AWS Sagemaker hỗ trợ tự động), 80% lưu lượng truy cập được cung cấp cho mô hình ml hiện tại/cũ trong khi 20% lưu lượng truy cập được cung cấp cho mô hình mới. Dựa trên (các) chỉ số cơ bản, mô hình mới có thể thay thế mô hình cũ nếu mô hình mới hoạt động tốt hơn.

**Kiểm tra giai đoạn/Kiểm tra bóng**

Giai đoạn thử nghiệm là một trong những thử nghiệm cuối cùng để kiểm tra xem mô hình có cho kết quả đầu ra như mong muốn hay không. Thử nghiệm này diễn ra sau quá trình dockerization và AWS containerization để triển khai tự động trong các quy trình như Bitbucket và GitLab. Điều này bao gồm dữ liệu thử nghiệm đa dạng (bao gồm các kịch bản mở rộng) nắm bắt các đặc điểm dữ liệu trong thế giới thực và được cung cấp làm đầu vào cho mô hình ở môi trường giai đoạn.

Kiểm tra bóng (Cách an toàn để kiểm tra độ tỉnh táo khi triển khai các mô hình ML/AI lớn):

* Triển khai mô hình song song với mô hình hiện có (nếu đã có sẵn).
* Đối với mỗi yêu cầu, hãy định tuyến nó đến cả hai mô hình để đưa ra dự đoán nhưng chỉ phân phát yêu cầu hiện có cho người dùng
* Sử dụng dự đoán trên mô hình mới để đánh giá/phân tích

**Kiểm tra API**

Đây là thử nghiệm cuối cùng, nơi chúng tôi kiểm tra xem người dùng thực tế sẽ thấy phản hồi từ mô hình như thế nào. Do đó, nó nắm bắt tất cả các trường hợp có thể xảy ra trong đầu vào của người dùng có thể gây ra lỗi khi phản hồi. Mỗi lỗi được mã hóa dưới dạng một Id duy nhất (dưới dạng status\_code, mã lỗi). Và khía cạnh bảo mật của đầu vào và đầu ra được kiểm tra cho từng khách hàng riêng biệt.

**Kết luận**

Khi kết hợp cả Continual Learning và Test Production, chúng ta có thể tạo ra một hệ thống học máy không chỉ học hỏi và thích ứng liên tục với dữ liệu và môi trường mới mà còn đảm bảo hoạt động hiệu quả và chính xác trong môi trường sản xuất thực tế. Điều này giúp giải pháp không chỉ thông minh và cập nhật mà còn đáng tin cậy và ổn định khi triển khai.