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*Abstract*—Various cryptographic and steganographic techniques are used to hide digital information during its processing, storage, and transmission. While cryptography hides the information content of digital data (by converting them into a meaningless set of noise-like sequences), steganography hides the very existence of information messages. In other words, steganographic techniques hide digital messages by embedding them in so-called. containers. Containers are other digital data or physical objects. To do this, containers (covers, media) must be highly redundant data. Revealing the fact of steganographic hiding and detecting an embedded message is usually extremely difficult. In fact, hidden messages are some noise added to the container, and we must, based on the study of this noise, decide on the presence or absence of an embedded message. In this article, we consider deep learning methods for steganoanalysis of digital cover images. We have considered several deep learning models and conduct numerous tests on various datasets. Our experiments show that deep learning does indeed make it possible to design effective stego-detectors, but this requires fine-tuning of model hyperparameters and optimization of the neural network architecture.
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# Introduction

Digital steganography as a science of hiding information appeared long time ago [1]. Historical examples of the use of various techniques for hiding the fact of the presence of informational messages are known: invisible ink, microfilms, marked cards, stencils and more.

In the modern world, in the era of the Internet and digital technologies, steganography is used much more often [2]–[4]: to hide confidential correspondence between users; in digital watermarks for copyright purposes; for embedding reference and service information and creating related repositories, and much more.

Modern steganography uses various data hiding techniques. For example, works [5]–[8] are devoted to cluster steganosystems. Information messages are hidden here in the structure of the file system, while the amount of data on the storage medium does not change. In [9]–[11], data is hidden in solid objects using 3D modeling techniques. In [12]–[15], messages are hidden in data transfer protocols. There are many other interesting directions in steganography, but most often messages are embedded in digital redundant digital data (photo and video images, audio, etc.) [16]–[18].

The simplest digital steganography techniques use least significant bit (LSB) coding to hide informational messages [19]–[21]. More advanced techniques, such as those in [22], [23], hide information data in audio by encoding the phases of the signal; in [24]–[26] echo signals are used for hiding in audio. The most common are image containers, for which many different steganographic methods are known [2], [4], [16]. As a rule, raster images are used, but several efficient methods have also been proposed for vector graphics [27]–[31]. For digital images and audio, direct-sequence spread spectrum [32]–[36] are also used.

Existing steganalysis techniques have also been investigated in the works of various authors. For example, in [37] methods of statistical analysis of images are studied. In [38], [39] and many other papers, steganalysis techniques using discrete orthogonal transformations are studied. In [40], a universal method of steganalysis based on reference points is proposed, in [41], estimates of local dimensions are used, etc. However, the most promising area of research is deep learning methods.

In this paper, we investigate deep learning methods for detecting steganocontainers and conduct numerous experiments with different datasets. We show that neural network models do enable stego detection, but this requires fine-tuning the hyperparameters and optimizing the architecture. Our goal is to test the basic probabilistic characteristics in stego detection. For this purpose, we consider three implementations of the SRNet model:

* Pytorch Implementation [42];
* TensorFlow Implementation [43];
* Our own implementation presented on the resource [44].

# Materials

Following the basic work [45], which we use as the starting point of our research, we consider several datasets. In particular, we consider the combined dataset BOWS2 [46] and BOSSbase [47]–[49] as described in [45].

## BOWS2 dataset

The BOWS2 dataset [46] consists of 10,000 512\*512 images. Each of the files is a monochrome image. Each image is encoded in portable gray map format using ASCII decimal. The format does not distort the picture or in other words saves every pixel’s intensity .

## BOSSbase dataset

BOSSbase [47]–[49] also consists of 10,000 images. The same transformations were performed with this dataset as with the previous BOWS2 dataset.

## Stego augmentation

Initial images from BOWS2 [46] and BOSSbase [47]–[49] were used to form stego images. For this purpose, we used the S-uniward algorithm [50], [51].

The S-uniward parameters that were used in obtaining the stego-images:

● Bytes per pixel 0.4;

● Random state 42.

Each image from BOWS2 [46] and BOSSbase [47]–[49] was used to obtain the stego-image. This step doubled each of the datasets. Subsequently, each one of these pairs was used in training so that the model was not trained on the features which human eye can detect, but only on finding stego noise.

## Concatenated dataset

Both the BOWS2 [46] and BOSSbase [47]–[49] datasets discussed above were used to create a Concatenated dataset.

# Methods

In the paper [45] describes a deep residual network for stegoanalysis of digital images (SRNet model). The implementation of this model on Pytorch [42] is given on the GitHub resource. In [43], another implementation of SRNet using the TensorFlow library is given. In our work, we tested both of these models, as well as our own implementation of SRNet. In [45], 97 epochs were used to train SRNet, Pytorch Implementation [42] was trained on 500 epochs (this is specified as the default value); TensorFlow Implementation [43] was trained on 200 epochs.

The SRNet model is based on the encoder architecture.

The model has four types of layers as well as a Dense layer (a layer that is deeply connected with its preceding layer which means the neurons of the layer are connected to every neuron of its preceding layer) for final responses.

The layers are arranged in this order:

* Two type 1 layers;
* Five type 2 layers;
* Four type 3 layers;
* One type 4 layers;

Accordingly, each of the layers has the following feature maps (from the beginning to the end of the network): 64, 7, 16, 64, 128, 256, 512, and Dense layer. A feature map, or activation map, is the output activations for a given filter.

Thus, the SRNet deep learning model has the following architecture:

* Layer type 1: convolutional layer, batch-normalization, RELU;
* Layer type 2: layer type 1, convolutional layer, batched normalization;
* Layer type 3: layer type 1, convolution layer, batch normalization, average pooling 3\*3 stride 2;
* Layer type 4: layer type 1, convolution layer, batch normalization, global average pooling.

Only type 1 layers has activation layer. Skip-connections are present in type 2 and type 3 layers. There are no layers in skip-connection in type 2 layer.To layer type 3 Skip-connection was added a 1\*1 convolution for channel mixing and a batch normalization.

This architecture was chosen as the most suitable for noise detection. Although it is impossible to predict exactly what functionality this or that part of the neural network will perform, it is assumed that the neural network can be divided into three parts. The first segment, consisting of type 1 layers, is responsible for noise extraction. The second segment, consisting of layers of type 2, is used to reduce the dimensionality of the feature map. The third segment is a fully connected layer, which ends with a softmax layer, designed to obtain the probabilities of the relation to one of the classes.

# Results and Discussion

Three cases with different payloads were considered to test the SRNet model [52]:

* Bytes per pixel 0.3;
* Bytes per pixel 0.4;
* Bytes per pixel 0.5.

The obtained test results show that the SRNet deep learning model can indeed be used to solve complex problems of image steganolysis. All three implementations of the model show learning ability for stego recognition. To compare the obtained results, Tables I-IV show Accuracy, Recall, Precision and F1-score.

Recall that in binary classification problems there are 4 possible outcomes:

* True positive (![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAEBCQAAAACQXgEACQAAAyQBAAACAIAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAeABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///9X///+gAQAANQEAAAUAAAAJAgAAAAIFAAAAFAIgAScAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAVFC0AIACgAAAACYGDwD1AEFwcHNNRkNDAQDOAAAAzgAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDVAACAINQAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAApAIoCAAAKAI8kZjSPJGY0KQCKAjDSLwMEAAAALQEBAAQAAADwAQAAAwAAAAAA)) - when the stego-image is correctly classified;
* True negative (![](data:image/x-wmf;base64,183GmgAAAAAAACACgAECCQAAAACzXQEACQAAAyQBAAACAIAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAASACCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9X////gAQAAVQEAAAUAAAAJAgAAAAIFAAAAFAIgAScAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAVE60AIACgAAAACYGDwD1AEFwcHNNRkNDAQDOAAAAzgAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDVAACAINOAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAApAIoCAAAKAIQkZimEJGYpKQCKAjDSLwMEAAAALQEBAAQAAADwAQAAAwAAAAAA)) - when a clean image is correctly classified;
* False positive (![](data:image/x-wmf;base64,183GmgAAAAAAACACYAECCQAAAABTXQEACQAAAyQBAAACAIAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgASACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///9X////gAQAANQEAAAUAAAAJAgAAAAIFAAAAFAIgAUUAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAARlDDAIACgAAAACYGDwD1AEFwcHNNRkNDAQDOAAAAzgAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDRgACAINQAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAApAIoCAAAKAJQjZtOUI2bTKQCKAjDSLwMEAAAALQEBAAQAAADwAQAAAwAAAAAA)) - when the stego is misclassified as a clear image. This outcome is also known as a "Type I error" or "false alarm";
* False negative (![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAEBCQAAAADQXQEACQAAAyQBAAACAIAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUACCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9X///8AAgAAVQEAAAUAAAAJAgAAAAIFAAAAFAIgAUUAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAARk7DAIACgAAAACYGDwD1AEFwcHNNRkNDAQDOAAAAzgAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDRgACAINOAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAApAIoCAAAKALwjZua8I2bmKQCKAjDSLwMEAAAALQEBAAQAAADwAQAAAwAAAAAA)) - when a pure image is misclassified as an stego. This outcome is also known as "type II error" or "target miss".

Then for each possible result we define the indicator of binary classification efficiency as the frequency of the corresponding events:

* True positive rate (![](data:image/x-wmf;base64,183GmgAAAAAAAKACYAECCQAAAADTXQEACQAAAygBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAaACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///9X///9gAgAANQEAAAUAAAAJAgAAAAIFAAAAFAIgAScAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAVFBSTrQAwwCAAoIAAAAmBg8A+gBBcHBzTUZDQwEA0wAAANMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg1QAAgCDUAACAINSAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AACkAigIAAAoAjyRmoo8kZqIpAIoCMNIvAwQAAAAtAQEABAAAAPABAAADAAAAAAA=)) outcomes:

![](data:image/x-wmf;base64,183GmgAAAAAAAOAKYAMACQAAAACRVwEACQAAAzsCAAAEAKMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgA+AKCwAAACYGDwAMAE1hdGhUeXBlAACgABIAAAAmBg8AGgD/////AAAQAAAAwP///6H///+gCgAAAQMAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAtABvAMFAAAAEwLQAUcFBQAAAAkCAAAAAgUAAAAUAiACfwYcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1DILwO+INl1QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAAxAIACBQAAABQCVAG8AxwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAAVFC0AIACBQAAABQCIAInABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAQAEAAAA8AECABAAAAAyCgAAAAAGAAAAVFBSRk5StADDAI4GwwDXAIACBQAAABQCHAMlBBwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAUFCAAgUAAAAUAiACtwIcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wARQAACgDYZ8IF/v///1DILwO+INl1QAAAAAQAAAAtAQEABAAAAPABAgAMAAAAMgoAAAAAAwAAAD09LQ7rApgBgAKjAAAAJgYPADsBQXBwc01GQ0MBABQBAAAUAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINUAAIAg1AAAgCDUgACBIY9AD0DAAsAAAEAAgCDVAACAINQAAABAAIAg1AAAAACBIY9AD0CAIgxAAIEhhIiLQIAg0YAAgCDTgACAINSAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAApAIoCAAAKAB8kZvIfJGbyKQCKAjDSLwMEAAAALQEDAAQAAADwAQEAAwAAAAAA) 

* False negative rate (![](data:image/x-wmf;base64,183GmgAAAAAAAOACgAEBCQAAAABwXQEACQAAAygBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAeACCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9X///+gAgAAVQEAAAUAAAAJAgAAAAIFAAAAFAIgAUUAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAARk5SIMMA1wCAAoIAAAAmBg8A+gBBcHBzTUZDQwEA0wAAANMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0YAAgCDTgACAINSAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AACkAigIAAAoAbSRm3G0kZtwpAIoCMNIvAwQAAAAtAQEABAAAAPABAAADAAAAAAA=)) outcomes:

![](data:image/x-wmf;base64,183GmgAAAAAAACALYAMBCQAAAABQVgEACQAAAzsCAAAEAKMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAyALCwAAACYGDwAMAE1hdGhUeXBlAACgABIAAAAmBg8AGgD/////AAAQAAAAwP///6H////gCgAAAQMAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAtAB/QMFAAAAEwLQAeIFBQAAAAkCAAAAAgUAAAAUAiACGgccAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1DILwO+INl1QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAAxAIACBQAAABQCVAEbBBwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAARk7DAIACBQAAABQCIAJFABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAQAEAAAA8AECABAAAAAyCgAAAAAGAAAARk5SVFBSwwDXAMoGtADDAIACBQAAABQCHAOTBBwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAUACAAgUAAAAUAiAC+AIcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAEgAACgA4Z8IF/v///1DILwO+INl1QAAAAAQAAAAtAQEABAAAAPABAgAMAAAAMgoAAAAAAwAAAD09LXJFA5gBgAKjAAAAJgYPADsBQXBwc01GQ0MBABQBAAAUAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINGAAIAg04AAgCDUgACBIY9AD0DAAsAAAEAAgCDRgACAINOAAABAAIAg1AAAAACBIY9AD0CAIgxAAIEhhIiLQIAg1QAAgCDUAACAINSAAAAdQoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAApAIoCAAAKAEYkZlJGJGZSKQCKAjDSLwMEAAAALQEDAAQAAADwAQEAAwAAAAAA) 

* False positive rate (![](data:image/x-wmf;base64,183GmgAAAAAAAOACYAEBCQAAAACQXQEACQAAAygBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAeACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///9X///+gAgAANQEAAAUAAAAJAgAAAAIFAAAAFAIgAUUAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAARlBSYsMAwwCAAoIAAAAmBg8A+gBBcHBzTUZDQwEA0wAAANMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0YAAgCDUAACAINSAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AACkAigIAAAoAbCJmamwiZmopAIoCMNIvAwQAAAAtAQEABAAAAPABAAADAAAAAAA=)) outcomes:

![](data:image/x-wmf;base64,183GmgAAAAAAAAALgAMBCQAAAACQVgEACQAAAzsCAAAEAKMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAwALCwAAACYGDwAMAE1hdGhUeXBlAACwABIAAAAmBg8AGgD/////AAAQAAAAwP///6H////ACgAAIQMAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAtAB6QMFAAAAEwLQAaEFBQAAAAkCAAAAAgUAAAAUAiAC2QYcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1DILwO+INl1QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAAxeYACBQAAABQCVAEHBBwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAARlDDAIACBQAAABQCIAJFABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAQAEAAAA8AECABAAAAAyCgAAAAAGAAAARlBSVE5SwwDDAJ0GtADXAIACBQAAABQCHANVBBwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAATgCAAgUAAAAUAiAC5AIcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAJQAACgAYZ8IF/v///1DILwO+INl1QAAAAAQAAAAtAQEABAAAAPABAgAMAAAAMgoAAAAAAwAAAD09LZYYA5gBgAKjAAAAJgYPADsBQXBwc01GQ0MBABQBAAAUAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINGAAIAg1AAAgCDUgACBIY9AD0DAAsAAAEAAgCDRgACAINQAAABAAIAg04AAAACBIY9AD0CAIgxAAIEhhIiLQIAg1QAAgCDTgACAINSAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAApAIoCAAAKAGwiZtxsImbcKQCKAjDSLwMEAAAALQEDAAQAAADwAQEAAwAAAAAA) 

* True negative rate (![](data:image/x-wmf;base64,183GmgAAAAAAAMACgAEBCQAAAABQXQEACQAAAygBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAcACCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9X///+AAgAAVQEAAAUAAAAJAgAAAAIFAAAAFAIgAScAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAVE5SM7QA1wCAAoIAAAAmBg8A+gBBcHBzTUZDQwEA0wAAANMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg1QAAgCDTgACAINSAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AACkAigIAAAoAWiNmN1ojZjcpAIoCMNIvAwQAAAAtAQEABAAAAPABAAADAAAAAAA=)) outcomes:

![](data:image/x-wmf;base64,183GmgAAAAAAAAALgAMBCQAAAACQVgEACQAAAzsCAAAEAKMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAwALCwAAACYGDwAMAE1hdGhUeXBlAACwABIAAAAmBg8AGgD/////AAAQAAAAwP///6H////ACgAAIQMAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAtAB0AMFAAAAEwLQAYgFBQAAAAkCAAAAAgUAAAAUAiACwAYcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1DILwO+INl1QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAAxAIACBQAAABQCVAHQAxwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAAVE60AIACBQAAABQCIAInABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAQAEAAAA8AECABAAAAAyCgAAAAAGAAAAVE5SRlBStADXALsGwwDDAIACBQAAABQCHAM8BBwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////UMgvA74g2XVAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAATgCAAgUAAAAUAiACywIcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAUwAACgA4Z8IF/v///1DILwO+INl1QAAAAAQAAAAtAQEABAAAAPABAgAMAAAAMgoAAAAAAwAAAD09LVgYA5gBgAKjAAAAJgYPADsBQXBwc01GQ0MBABQBAAAUAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINUAAIAg04AAgCDUgACBIY9AD0DAAsAAAEAAgCDVAACAINOAAABAAIAg04AAAACBIY9AD0CAIgxAAIEhhIiLQIAg0YAAgCDUAACAINSAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAApAIoCAAAKAEYkZl5GJGZeKQCKAjDSLwMEAAAALQEDAAQAAADwAQEAAwAAAAAA) 

where the total number of images is the sum of the number of stego ![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAEACQAAAAARXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAWABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///9X///8gAQAANQEAAAUAAAAJAgAAAAIFAAAAFAIgAUUAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAUHmAAn0AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg1AAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAKQCKAgAACgCKJGZfiiRmXykAigIw0i8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)and ![](data:image/x-wmf;base64,183GmgAAAAAAAIABgAECCQAAAAATXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9X///9AAQAAVQEAAAUAAAAJAgAAAAIFAAAAFAIgAUoAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAATnmAAn0AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg04AAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAKQCKAgAACgCOJGasjiRmrCkAigIw0i8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) cover images participating in the experiment

Accuracy is the proportion of correct predictions (both true positives and true negatives) among the total number of cases considered.

![](data:image/x-wmf;base64,183GmgAAAAAAAOAKgAMBCQAAAABwVwEACQAAAzMCAAAEAK0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAA+AKCwAAACYGDwAMAE1hdGhUeXBlAACwABIAAAAmBg8AGgD/////AAAQAAAAwP///6H///+gCgAAIQMAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAtABSwYFAAAAEwLQAZEKBQAAAAkCAAAAAgUAAAAUAiACOwAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1DILwO+INl1QAAAAAQAAAAtAQEAEwAAADIKAAAAAAgAAABBY2N1cmFjeeEAjACMAKAAaQCMAIwAgAIFAAAAFAJUAUsGHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQECAAQAAADwAQEADQAAADIKAAAAAAQAAABUUFROtADaAbQAgAIFAAAAFAIcA/0GHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9QyC8DviDZdUAAAAAEAAAALQEBAAQAAADwAQIACgAAADIKAAAAAAIAAABQTv0BgAIFAAAAFAJUAQAIHAAAAPsCwP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sALYAAAoA2GfCBf7///9QyC8DviDZdUAAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAArToACBQAAABQCIAJGBQkAAAAyCgAAAAABAAAAPU6AAgUAAAAUAhwD/gcJAAAAMgoAAAAAAQAAACtOgAKtAAAAJgYPAE8BQXBwc01GQ0MBACgBAAAoAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIFBAAIAgWMAAgCBYwACAIF1AAIAgXIAAgCBYQACAIFjAAIAgXkAAgSGPQA9AwALAAABAAIAg1QAAgCDUAACBIYrACsCAINUAAIAg04AAAEAAgCDUAACBIYrACsCAINOAAAAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AACkAigIAAAoAlCNmBJQjZgQpAIoCMNIvAwQAAAAtAQMABAAAAPABAgADAAAAAAA=) 

Recall characterizes the share of detected stego in their total number:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAMgAMBCQAAAADwUQEACQAAAzoCAAAEALUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAA2AMCwAAACYGDwAMAE1hdGhUeXBlAACwABIAAAAmBg8AGgD/////AAAQAAAAwP///6H///8gDAAAIQMAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAtABtgQFAAAAEwLQASkJBQAAABQC0AGJCgUAAAATAtABFAwFAAAACQIAAAACBQAAABQCIAI7ABwAAAD7AsD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////6MsvA58grXZAAAAABAAAAC0BAQAQAAAAMgoAAAAABgAAAFJlY2FsbNcAjACMAIwAVQCAAgUAAAAUAlQBKgYcAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///+jLLwOfIK12QAAAAAQAAAAtAQIABAAAAPABAQANAAAAMgoAAAAABAAAAFRQVFC0AKsDtACAAgUAAAAUAhwDtgQcAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///+jLLwOfIK12QAAAAAQAAAAtAQEABAAAAPABAgAPAAAAMgoAAAAABQAAAFRQRk5QALQA+AHDAM0CgAIFAAAAFAIgArEDHAAAAPsCwP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAH0AAAoAUCOiB/7////oyy8DnyCtdkAAAAAEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAAA9PdMFgAIFAAAAFAIcA2sGCQAAADIKAAAAAAEAAAAr5oACtQAAACYGDwBgAUFwcHNNRkNDAQA5AQAAOQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCBUgACAIFlAAIAgWMAAgCBYQACAIFsAAIAgWwAAgSGPQA9AwALAAABAAIAg1QAAgCDUAAAAQACAINUAAIAg1AAAgSGKwArAgCDRgACAINOAAAAAgSGPQA9AwALAAABAAIAg1QAAgCDUAAAAQACAINQAAAAAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQEBABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAKQCKAgAACgB6GGYaehhmGikAigLI1S8DBAAAAC0BAwAEAAAA8AECAAMAAAAAAA==). (6)

Precision characterizes the share of detected stegos in the total number of evaluations:

![](data:image/x-wmf;base64,183GmgAAAAAAAOAKYAMACQAAAACRVwEACQAAAyYCAAAEAKwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgA+AKCwAAACYGDwAMAE1hdGhUeXBlAACgABIAAAAmBg8AGgD/////AAAQAAAAwP///6H///+gCgAAAQMAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAtABQQYFAAAAEwLQAYcKBQAAAAkCAAAAAgUAAAAUAiACOwAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///+jLLwOfIK12QAAAAAQAAAAtAQEAFQAAADIKAAAAAAkAAABQcmVjaXNpb24AtABpAIwAjABaAH0AWgCgAIACBQAAABQCVAGfBxwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////6MsvA58grXZAAAAABAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAAVFC0AIACBQAAABQCHANBBhwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////6MsvA58grXZAAAAABAAAAC0BAQAEAAAA8AECAA0AAAAyCgAAAAAEAAAAVFBGULQA+AHDAIACBQAAABQCIAI8BRwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAA3AAAKAHAMvgf+////6MsvA58grXZAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPVCAAgUAAAAUAhwD9gcJAAAAMgoAAAAAAQAAACtQgAKsAAAAJgYPAE4BQXBwc01GQ0MBACcBAAAnAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIFQAAIAgXIAAgCBZQACAIFjAAIAgWkAAgCBcwACAIFpAAIAgW8AAgCBbgACBIY9AD0DAAsAAAEAAgCDVAACAINQAAABAAIAg1QAAgCDUAACBIYrACsCAINGAAIAg1AAAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAApAIoCAAAKADgVZtA4FWbQKQCKAsjVLwMEAAAALQEDAAQAAADwAQIAAwAAAAAA). (7)

Recall in this context is also referred to as the true positive rate or sensitivity, and precision is also referred to as positive predictive value.

F1-score is a measure of test accuracy that is calculated as the harmonic mean of Recall and Precision :

![](data:image/x-wmf;base64,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) (8)

The maximum value of F1-score is 1, which indicates perfect precision and recall. The smallest value of F1-score is 0 if either precision or recall is zero.

1. Obtained Accuracy values for different SRNet model implementations

|  |  |  |  |
| --- | --- | --- | --- |
| Payload | Our Implementation, 80 epochs | TensorFlow Implementation, 200 epochs | Pytorch Implementation, 500 epochs |
| 0.3 bpp | 0.6860 | 0.7735 | 0.7006 |
| 0.4 bpp | 0.7443 | 0.8335 | 0.7539 |
| 0.5 bpp | 0.7972 | 0.8622 | 0.7874 |

1. Obtained Recall values for different implementations of the SRNet model

|  |  |  |  |
| --- | --- | --- | --- |
| Payload | Our Implementation, 80 epochs | TensorFlow Implementation, 200 epochs | Pytorch Implementation, 500 epochs |
| 0.3 bpp | 0.6642 | 0.7564 | 0.6939 |
| 0.4 bpp | 0.7262 | 0.8085 | 0.7436 |
| 0.5 bpp | 0.7797 | 0.8768 | 0.7835 |

1. Obtained Precision values for different SRNet model implementations

|  |  |  |  |
| --- | --- | --- | --- |
| Payload | Our Implementation, 80 epochs | TensorFlow Implementation, 200 epochs | Pytorch Implementation, 500 epochs |
| 0.3 bpp | 0.7524 | 0.8068 | 0.7178 |
| 0.4 bpp | 0.7844 | 0.874 | 0.775 |
| 0.5 bpp | 0.8284 | 0.8428 | 0.7942 |

1. Obtained F1-score values for different SRNet model implementations

|  |  |  |  |
| --- | --- | --- | --- |
| Payload | Our Implementation, 80 epochs | TensorFlow Implementation, 200 epochs | Pytorch Implementation, 500 epochs |
| 0.3 bpp | 0.7056 | 0.7808 | 0.7057 |
| 0.4 bpp | 0.7542 | 0.84 | 0.759 |
| 0.5 bpp | 0.8033 | 0.8595 | 0.7888 |

We have tested three implementations of the SRNet deep learning model. Our implementation and the Pytorch Implementation show comparable performance. The slight outperformance of some metrics may be due to the longer training time of Pytorch Implementation.

TensorFlow Implementation shows better performance in all the considered indicators. This is explained by the additionally introduced dense layer (512), which improves the classification accuracy.

To compare the obtained simulation results with the data from [45], let us consider one more parameter:
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This is the arithmetic mean of the errors of the first and second kind.

Table V shows our estimates of the probability (9) when using three different implementations of the SRNet model. In the table we also give the author's estimate from [45].

1. Comparison of simulation results for different SRNet model implementations

|  |  |  |  |
| --- | --- | --- | --- |
| Payload | 0.3 bpp | 0.4 bpp | 0.5 bpp |
| [45], 457 epochs | 0.1432 | 0.1023 | 0.0705 |
| Our Implementation, 80 epochs | 0.1570 | 0.1279 | 0.1014 |
| TensorFlow Implementation, 200 epochs | 0.1133 | 0.0833 | 0.0689 |
| Pytorch Implementation, 500 epochs | 0.1497 | 0.1231 | 0.1060 |

The models results shown in Table V correspond to the case of stego when using the S-uniward concealment algorithm [50], [51]. In general, we can conclude that the characteristics stated in [45] are confirmed. The SRNet model does effectively detect steganoimages, the error probability decreases as Payload increases. The slightly better performance for the TensorFlow Implementation is explained by the additionally introduced dense layer. For our implementation, the worst results are obtained, but they correspond to only 80 epochs of training. The author's paper [45] shows results for 457 epochs. The TensorFlow Implementation was trained on 200 epochs [43], for the Pytorch Implementation a default value of 500 epochs of training is given [42]. Thus, our implementation shows good detection results with relatively short training times.

# Conclusion

Deep learning models find applications in a wide variety of human activities. In this paper, we investigated the problem of image steganalysis. This is an important area of modern cybersecurity, since multimedia content is widely used in inten- tional applications and images are often used for covert transfer of information data. The goal of steganoanalysis is to detect stoic containers when an image is used as a carrier of secret messages. This is a complex problem and our results show that deep learning models produce very efficient steganalysis solutions.

We considered one of the most advanced deep learning models proposed in [45]. It is the SRNet model, which minimizes heuristics and the use of external extras and provides high detection accuracy in both spatial and DCT domains. We considered three independent implementations of this model and conducted numerous tests. All tests established high stego detection performance, with error probability decreasing as Payload increases.

It should be noted that different implementations of the SRNet model show different steganalysis performance. The TensorFlow Implementation trained on 200 epochs showed the highest efficiency. The average probability of stego detection error for this implementation was minimal. The results were even better than in the author's work [45]. This is explained by the additionally introduced layers in the deep learning architecture. The next most efficient implementation is the Pytorch Implementation, trained on 500 epochs (this value is specified by default). Our own implementation showed the lowest efficiency values, but we trained the model only for 80 epochs. Overall, we can conclude that the general conclusions and estimates from the author's work [45] with 457 epochs of training look plausible.

A promising direction for further research is to extend the field of testing to other datasets using various steganoalgorithms. Further improvement of the deep learning architecture for efficient stego detection in various practically important scenarios also seems important.
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