Relazione

Questo progetto si divide in cinque file (Preprocessing, Processing, prova, Data\_analisys e util )e una directory (Datasets).

# Dataset

Partendo dalla directory troviamo al suo interno quattro file rappresentanti i nostri dataset, tre disponibili dal sito Kaggle da cui abbiamo preso la sfida, uno di nostra creazione per semplificare il processo di predizione. Tutti i file sono informato tsv (tab-separeted-values) e quindi di facile lettura e comprensione:

* **Labled Train Data**: il nome è al quanto esplicativo, infatti questo file è il dataset che viene usato per il train del modello. Si compone di 25000 righe e tre colonne:
  + Id: la colonna che associa ad ogni recensione uno specifico id, irrilevante per quanto riguarda il progetto in se.
  + Review: il cuore del nostro train set, ovvero la X, questa colonna contiene tutte le 25000 recensioni di film prese dal sito IMBD contenenti alcuni pezzi di linguaggio HTML.
  + Sentiment: ciò che rende la classificazione supervised, infatti questa è la nostra Y nel momento dell’allenamento del modello. Il suo valore è binario ed è 1 se la recensione è positiva, 0 altrimenti.
* **Unlabled Train Data**: questo file si compone di 50000 righe e il suo formato è simile a quello descritto in precendeza. L’unica differenza sta nel fatto che non è presente la colonna “Sentiment”, ovvero la Y. Abbiamo comunque usufruito di questo dataset nel momento della trasformazione delle recensioni da stringhe a vettori numerici.
* **Test Data**: anche qui il nome dice tutto. Il file si compone di 25000 righe e due colonne, una contenete le recensioni l’altra l’id.
* **Test Data Labled**: questo è il dataset da noi creato. Il motivo che sta alla base di questo passo è la mancanza della colonna “Sentiment” nel test dataset fornito da Kaggle. Infatti il sito fornisce la possibilità di inviare la propria predizione per ottenere il risultato, ma questa viene limitata per sei volte nell’arco di 24 ore. Cercando su google ho scoperto che nell’id del Test Dataset è presente il voto in decimi correlato alla recensione, e dato che la sfida fornisce il criterio di valutazione ( un voto minore di 5 indica una recensione negativa mentre uno maggiore di 7 una positiva), abbiamo creato una piccola funzione ausiliaria che ci ha fornito la colonna “Sentiment” facilitando il processo di stima dell’errore.

# Preprocessing

Qui è dove i dati vengono trattai per permettere una migliore classificazione.

Le funzioni principali sono tre e vengono chiamate nell’ordine nelle quali adesso le illustreremo.

**Sentence polishing**

Il compito di questa funzione è quello di ripulire le recensioni da tutta una serie di agenti “inquinanti” che possono traviare il classificatore.

La funzione prende come input una lista di stringe, in questo caso tutte le recensioni e vi applica cinque tipi di filtraggio tramite l’uso della list comprehension e di funzioni provenienti dalla libreria [Genism](https://radimrehurek.com/gensim/):

* **Rimozione dei tag di HTML**: come accennato prima le recensioni vengono prese direttamente dal sito HTML e per cio portano con se alcuni pezzi di linguaggio HTML. Qui abbiamo usato la funzione strip\_tags che ha esattamente il compito di eliminare i tag HTML.
* **Rimozione delle stop words**: le stop words sono parole presenti in tutte le lingue la cui ripetizione nelle frasi è elevata ma non sono di vitale importanza per il training di un modello, infatti possono essere anche causa di stime molto basse nella predizione poichè la loro frequenza oscura parole di maggior rilevanza. Alcuni esempi di stop words possono essere trovati [qui](http://www.ranks.nl/stopwords).
* **Rimozione della punteggiatura**: come per le stop words, anche la punteggiatura può influire negativamente sul training del modello, per questo abbiamo deciso di rimuoverla.
* **Rimozione dei caratteri non alfa numerici**: essendo le recensioni scritte da persone possono essere presenti dei caratteri non alfanumerici. La frequenza di questi caratteri è molto bassa, quindi non rappresentano un vero e proprio ostacolo per i modelli ma sono comunque stati tolti per questioni di ottimizzazione di memoria.
* **Rimozione di frasi vuote**: è possibile che dopo i precedenti filtraggi alcuni elementi della lista siano vuoti, cio genererebbe degli errori al tempo di esecuzione e quindi li abbiamo eliminati.

Dopo questa serie di rimozioni la lista ha perso circa un terzo dei suoi elementi, garantendo un miglioramento in termini di memoria utilizzata, tempo di esecuzione e precisione nella predizione.

**String2VecTFIDF**

Una volta puliti i dataset abbiamo bisogno di trasformare le parole in vettori, per questo compito ci siamo avvalsi della funzione [TfidfVecorizer](http://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html) fornita dalla libreria sklearn.

La teoria alla base di questo algoritmo di vettorializzazione è relativamente semplice.

Quando ho un vasto insieme di stringhe alcune parole, per esempio le stop words, compaiono molto frequentemente. Utilizzando un normale algoritmo basato sulla bag of word, i pesi associati a queste parole maschererebbero la vera importanza di altre parole meno frequenti ma di più significato. Per questo il TF-IDF (term-frequency-inverse-document-frequency) utilizza due termini:

* Il term frequency: un intero che rappresenta il numero di volte che uno specifico termine compare in un documento (in questo caso in una recensione)
* L’inverse document frequency: semplicemente ![text{idf}(t) = log{\frac{1 + n_d}{1+\text{df}(d,t)}} + 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAK8AAAAaBAMAAAAzuxGAAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi/NIv937MhjPYHSvnenJ/e6LAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACzklEQVRIx62WTWgTQRiG323+JrvZZLV4stFeRI9DoaI9tRApGsGU6rGYnryGooJQyyJqoRRt8SAV0VR7UyEe/Ykk6qEItasIEm2hepGiwkKRlII/32x+N8k2LeaDbGZnvn32m3femQTYfvhiAEug9dHRCcip7TzBNLpIzSveOnhuyvpy64LeWzN40QHMlmb7N2FKlAXFhK8vhk/0EMdje4J72AGshHjWAXqFAy5RoM9EMDmPFcCjIViTtb8ezCJHTkYS3bhB79WqRlyFJR3dmyylmgjpUCgnlICq2YWPO2m8DBpyV9tDKgJDdrCHcg7Sa2M2jDLlBB6UbyYf7YQDuPsM5Owz07V4XPcCD7+SbPYS/TSBdAcHy4aN4lL/TljgGJtmKxecwCyPXZBMoQGBMUAf0wb2JuA2SI8R/XqySs1CW87scJQijzVLigRGrDvggPDCjIgMtc4De4ANfBFq1cWbBe4IltcrYDleBFciBwyDrVHWPfx1DDHLozN3VmduNwBfBQJipewaD8CXJ6OrnXhdt1P1moa9YrZRBHuFjScK4IoU+XHhcoNe+b2KuSwuavk201DjHNR1ASa7tXGjxm7M1GiL5KDEJNL/HPWMi+4uTEYxT8NDdHMIk/Xgw7+49Hn3n/t3hyBpULK0Qezny3QKZ8NkuYV0HNJL6nggei/hXQ8Tut2izze4beDJ0z+4rbhCqUGHA0DoP1IBH4OSKi5IvNCkzcQbP/rKus46gINaGSxn38urqQBHIEzny9xP3de76elpTYg1znmLFyiDx6gRhV/HoErZqlGa7OYHvd5w7Hk6Y4EvR05F+j+QFFF4dFfcTxp4eDNw8yhWvGSB/bo01UZlkE2bSLFl8BjZLYpAUsl0Tcj6NQmy8X9c+cRHC6xkF9v3cZeBvieGx3C3Q+Ut+JHuKbcKJ7Vwmr+1/wMsRzMBftpasGUgpQS3xz9qgObacuzplQAAAABJRU5ErkJggg==) , dove rappresenta il numero delle recensioni e df(d,t) è il numero dei documenti che contengono il termine t.

Questi due termini vengono poi moltiplicati e cosi facendo danno vita ad un peso per una parola.

Nel nostro caso sono presenti anche dei termini all’interno della funzione che adesso andremo a spiegare:

* Min\_df: alcune parole hanno una frequenza cosi bassa all’interno della recensione che è possibile saltarle, per questo abbiamo settato questo parametro a 2, cosi da ignorare tutte le parole che si ripetono meno di tre volte.
* Max\_df: semmai la nostra precedente pulizia delle stop words possa aver tralasciato qualcosa, entra in gioco questo parametro settato a 0.96. In pratica ordino alla funzione di ignorare le parole che si ripetono per più del 96% all’interno della recensione. Un esempio è dato da una recensione molto corta la quale contiene solamente ‘!’.
* Sublinear\_tf: è una semplice sostituzione del parametro Term frequency, che diventa 1+log(tf).
* Max\_features: essendo il dataset composto da oltre 70000 parole abbiamo deciso di prendere solo le 20000 più rilevanti per evitare di portare il tempo di esecuzione oltre i 10 minuti.
* Strip\_accents: rimpiazza le lettere accentate con normali caratteri ascii, questo è stato possibile poichè la lingua inglese non presenta profonde differenze tra parole accentate e non, a differenza di quella italiana.

Dopo l’inizializzazione si passa al fittaggio del dataset e qui è stato di fondamentale importanza l’uso dell’Unlabled Train Data che ci ha permesso di aggiungere al dizionario creato dalla funzione più del 50% dei termini aumentando l’accuratezza delle predizioni del 5% in media.

Finito il fittaggio siamo passati all’effettiva tasformazione del dataset dal domino delle stringhe a quello numerico tramite il metodo “transform” applicato al Train Labled Data e al Test Data.

In fine la funzione ritorna il Train e il Test datasets vettorializzati insieme all’ggetto TfidfVectorizer stesso (solamente per motivi di debug).