**1. CHAPTER 1 INTRODUCTION**

**1.1. Background**

Recognizing faces sounds like a simple thing to humans. We can easily recognize someone in person or maybe through pictures or videos. Nevertheless, it is not that easy for computer vision to do it.

Back in the day, we could only see the use of face recognition technology on television or maybe in movies, but now facial recognition technology is commonly used in various fields. Our smartphone is one such example, and almost every phone has the face unlock feature nowadays. Because of that, so many algorithms are developed in order to find the most optimum in terms of time, speed, and costs. One of them is Neural Networks. There has been a surge of interest in neural networks, particularly deep and large networks. These networks have exhibited impressive results [1].

However, besides the significant advantages, beginner researchers have one problem: The approach is computationally expensive and requires a high degree of correlation between the test and training images [2]. What should we do to overcome this weakness?

There is another approach to recognizing faces by using a statistical approach or trying to search for patterns. One of the most popular algorithm was Principal Component Algorithm (PCA). This algorithm is also called Eigenfaces when implemented on the images. With more increase in the size of the training set, the algorithm shows increased accuracy [3]. This might be a solution for beginners who want to implement face recognition and do not have adequate resources.

That is why this project specifically compares those two algorithms. Will there be significant results in time, speed, accuracy, or even if these two algorithms compete with the results. Which one is more effective with the environment given? Should we still use a neural network with relatively large resources but high accuracy? Or is it better to use the PCA algorithm as an alternative, which has fewer resources?

**1.2. Problem Formulation**

1. How is the performance of the DNN and PCA algorithms in terms of accuracy and speed?
2. Which algorithm is more optimal with the given circumstances?
3. Could the PCA algorithm outperform the DNN algorithm in a particular condition?

**1.3. Scope**

Two algorithms, namely DNN and PCA, are used to perform facial recognition. The DNN algorithm is implemented with the help of the Keras library, while the PCA algorithm is done from scratch. As the first step, load the dataset. For the DNN algorithm coding, the dataset is loaded from Scikit Learn or often called Sklearn. Later the Sklearn is used as a loader for the Olivetti faces dataset (ORL). This dataset contains pictures of 40 people with some variances in lighting, expressions, and accessories. Then, after the dataset preprocessing is complete, the face recognition process begins. This process includes the training and test phase. The DNN and PCA algorithm are implemented separately, and a k-fold cross-validation technique is used to split the datasets for the training and test phase. Finally, we compare the result in terms of time, speed, and ease of implementation.

**1.4. Objective**

This project aims to test the DNN and PCA algorithm in face recognition and compare each algorithm's accuracy in given circumstances. Both of the algorithms are trained and tested with the same but randomized image datasets from ORL.

**2. CHAPTER 2 LITERATURE STUDY**

Face recognition is one of the most helpful experiences in our lives. There is much use of face recognition implementation, such as security, attendance tracking, digital entertainment, and more. Because of its benefits, several face recognition and modeling systems have been developed and deployed. However, accuracy and performance still be a challenge to researchers [4].

Sun et al. [5] declared that very deep neural networks recently achieved significant success on general object recognition because of their superb learning capacity, which motivates them to examine their effectiveness on face recognition. In this paper, the authors propose two deep neural network architectures, called DeepID3, which are significantly more profound than the previous state-of-the-art DeepID2+ architecture for face recognition. DeepID3 networks are rebuilt from basic elements of VGG net and GoogleNet. During training, joint face identification-verification supervisory signals are added to the final feature extraction layer and a few intermediate layers of each network. The dataset is taken from the LFW face dataset and used for both training and testing. Being trained on the same dataset as DeepID2+, DeepID3 increases the face verification accuracy up to 0.06% and rank-1 face identification accuracy from 95.0% to 96.0% on LFW, compared with DeepID2+. There are three test face pairs labeled as the same person but are different on the LFW website. The DeepID3 algorithm classified two of them as the same person among these pairs while the other was classified as a different person. Therefore, when the label of these three pairs is corrected, the accuracy of DeepID3 has risen to 99.52%. In summary, the proposed DeepID3 networks achieve state-of-the-art performance for both LFW face verification and task identification. The effectiveness of very deep neural networks will be further investigated on larger scale training data in the future. While this paper uses DeepID3, the project implements DNN using the help of the Keras library. Also, this paper compares DeepID3 and DeepID2+ meanwhile the project compares DNN and PCA.

Implementing Neural Networks is sometimes complex and time-consuming. Convolutional Neural Network (CovNets) is one of them. That is why Priya et al. [6] propose a new way of using neural networks. This approach does not provide raw pixel as input, but only the extracted facial features. The approach proposes using the frontal face in haar cascade (defined in OpenCV) to preprocess the input images and feed only the facial features to the network for learning and classification. After the preprocessing, a multi-layer feed-forward deep neural network is applied to learn the simplified features from the previous step. Multiple sets of activation, dense (fully-connected), and dropout layers are added to make learning efficient. After each set, the number of features reduces, thus using only the essential features for classification in the last layer. The last layer of the network is softmax which is used to classify. The proposed method is trained and tested on the Yale face database, consisting of grayscale images of 15 samples. Each of these samples has 11 images in different expressions and conditions. From the experiments, the author concludes that the use of haar cascade to extract facial features and feeding them instead of raw pixel values helps decrease the complexity of the neural network-based recognition framework as the number of redundant input features has been decreased. Also, using DNN instead of CovNets makes the process lighter and faster. The accuracy is not compromised in the proposed method as the average accuracy obtained is 97.05%. Though one additional step of extracting facial features from each image is added, the process is still better for small datasets. The algorithm compared is the DNN and CovNets in this paper. Meanwhile, the project will compare DNN and PCA algorithms. The dataset used in the paper is the Yale face dataset, and the project uses the ORL dataset.

Wang et al. [7] stated that deep neural networks have significantly improved face recognition and facial attribute prediction performance. Yet still a big challenge for millions datasets, i.e., MegaFace. The authors advocate a multi-task deep neural network for jointly learning face recognition and facial attribute prediction tasks in this paper. The whole architecture proposed has two steps: facial attribute prediction and face recognition network step. The attribute classifier for facial attribute prediction is the Mixed Objective Optimization Network (MOON). In the face verification task, the output of the network is used as a representation to extract the features of each image and given a pair of images, calculate their cosine distance, and set the threshold to judge whether this pair is the same person or not. The network thus has four types of layers: convolutional layers, max-pooling layers, building blocks layers, and fully connected layers. The models are trained on CASIA-WebFace and CelebA datasets. Meanwhile, the MegaFace dataset is used to test the models. LFW dataset was also used to evaluate the key components of the network. From this paper, it can be concluded that experimental results clearly show the benefit of jointly learning structures. Such learning helps to capture both global functionality and local attribute information at the same time. The layer of the algorithm implemented in this paper consists of a convolutional layer, max-pooling layer, building blocks layers, and fully connected layers. Meanwhile, the project uses ReLU (rectified linear units) and softmax as the DNN algorithm model.

Wu and Deng [8] have shown that pose and illumination are considered two main challenges facing recognition system encounters. This paper considers face recognition problems across pose and illumination variations, given a small number of training samples and a single sample per gallery (a.k.a., one-shot classification). Based on these problems, the authors attempt to combine the strength of 3D models in generating multiview and various illumination samples. Deep learning features that learn non-linear transformations is very suitable for pose and illumination normalization. The DNN architecture consists of two tasks, namely the normalization task and reconstruction task. In the normalization task, the features of each image are extracted from the pooling layer. Then the test image is compared to gallery images by square euclidean distance and gets recognition results. This experiment uses the MultiPIE database both for training and testing. The algorithm's overall performance in face recognition is 74.4%. Finally, this augmentation idea can be applied to train a deep neural network, but training samples are hard to acquire. Experiments on the MultiPIE database achieve competitive results with much less training data than other methods, verifying the effectiveness of the proposed method. This paper focuses on one algorithm while the project compares two algorithms to acknowledge each algorithm's advantages and disadvantages.

Face recognition is a crucial research topic in computer vision because of its many possible uses. That is why Zhang et al. [9] investigated a face recognition method based on a deep neural network. The face recognition method is based on the deep learning framework and the top classification algorithm. The framework structure of the algorithm consists of two parts. The first part is a deep learning network stacked by multi-layers of self-learning and can abstract characteristic data layer by layer. The second part is the classifier, which outputs the classification results by using the softmax algorithm. The softmax regression model generalizes logistic regression to classification problems, where the class label can take more than two possible values. In this paper, the sparse autoencoder of the neural network is used as the framework of deep learning, and softmax regression is used as the top classification algorithm to classify and identify data features. The results show that using deep learning can better extract the features of the human face, and overall fine-tuning of the depth of the network is better than the top of the fine-tuning. The method is evaluated on the ORL, Yale, Yale-B, and PERET face database to verify the recognition rate, respectively. The result of image pre-processing does not continuously improve the recognition rate. As for the application of face recognition, the speed of face recognition based on deep learning is plodding, severely restricting the application of deep learning. At the same time, this paper focuses on one algorithm, the project comparing two different algorithms only with the ORL dataset.

Image classification includes image preprocessing, image segmentation, key feature extraction, and matching identification plays a vital role in computer vision. That is why Guo et al. [10] has an idea to build a simple convolutional neural network on image classification. In this project, the authors also analyzed different methods of learning rate sets and different optimization algorithms for solving the optimal parameters of the influence on image classification. This research aims to develop an algorithm to overcome the difficulties encountered in training deep neural networks. The Minist and Cifar-10 datasets are used in this study. Their research focuses on the design of convolutional and pooling layers. This research also studies the composition of the different Convolutional neural networks on the result of image classification. The CNN algorithm used in this experiment consists of a convolutional layer, pooling layer, and fully-connected layer. The authors use ReLU and dropout. In addition, unsupervised pre-training is needed. This simple convolutional neural network reduces a less computational costs. This research also verifies that shallow networks also have a relatively good recognition effect. While this paper used CNN, later the project implemented the DNN algorithm.

Siswanto et al. [11] are testing and developing face recognition as part of future multi-modal biometrics applications by taking the attendance System as its case study. Despite having a low accuracy compared to advanced biometrics, face recognition can be one of the most natural and "easy-to-collect" biometrics. This research compares PCA (Eigenface) and LDA (Fisherface) algorithms by analyzing the ROC (Receiver Operating Characteristic) curve. Those algorithms are chosen to overcome expensive computation and the need for large amounts of storage of older face recognition techniques such as correlation methods. The authors can conclude from the experiment that the PCA algorithm outclassed the LDA algorithm in the current training set. This paper analyzes the algorithm by its ROC curve, while the project examines the algorithm performance by the accuracy, speed, and implementation.

Li and Lin [12] propose a new face recognition method to solve the low accuracy of face recognition under non-restrictive conditions. This method is based on a gradient direction histogram (HOG) features extraction and fast principal component analysis (PCA). First, the Haar feature classifier extracts the background interference data simultaneously in the original data preprocessing stage. Then PCA dimension reduction is implemented. Finally, the Support Vector Machines (SVM) work as a face recognizer. These algorithms are tested using the Labeled Faces in the Wild (LFW) face dataset and compared with the SVM algorithm, the PCA + SVM algorithm, and the HOG + SVM algorithm under the same experimental conditions. It turns out that the new method shows adequate results. Compared to the three previous algorithms, the new approach has higher accuracy with lower time. While this paper uses the LFW datasets, the project uses the ORL datasets.

The human face recognition system using the eigenface approach that is integrated with the Ry-UJI robot is proposed in this paper. The robot is recognized by a detected voice command looking for someone, and when a person's face has been found, face recognition is done. Ramadhani et al. [13] are using the eigenface method to recognize faces. Eigenface is one of the facial recognition methods based on the Principal Component Analysis (PCA) algorithm. The PCA included a mathematical process for deriving a set of features for face recognition. The face recognition stage begins with the face detection process using the cascade classifier method. After that, the face is preprocessed. The next step is to collect and train the face detected utilizing the author's private dataset, and finally, the face recognition. This research will focus on building a face recognition system integrated into the Ry-UJI robot and then measuring the accuracy. In this paper, the authors stated that PCA is one of the most popular multivariate statistical techniques and almost all scientific disciplines use it. Finally, the authors indicated that face recognition using the eigenface approach runs quickly and very well. They also conclude that using eigenvalues and eigenvectors in generating reconstructed faces produces excellent images and can be used to compare previously trained images. This paper concentrates on implementing face recognition with the PCA algorithm using the Ry-Uji robot as input data. In contrast, the project uses the ORL image dataset for training and testing.

Jadhav et al. [14] stated that face recognition had become one of the critical aspects of computer vision in modern times. That is why they propose an automated attendance management system. Simply, it is a computer application that automatically identifies people from a still images or video frames. This system will automatically recognizes when a student enters the classroom and mark the attendance by recognizing their faces. The algorithms used are Viola-Jones Algorithm face detection, which detects human face using cascade classifier and PCA algorithm for feature selection and SVM for classification. First, the camera is mounted at a distance to capture the face images. Then, face detection is implemented using the Viola-Jones detection algorithm, which uses Integral Image and AdaBoost learning algorithm as the classifier. This algorithm gives better results in different lighting conditions and is combined with multiple haar classifiers to achieve better detection rates up to an angle of 30 degrees. After the face detection is done, the detected face is extracted and subjected to preprocessing. The preprocessing phase involves histogram equalization to the resized images. This step is necessary to improve the contrast of the image, as it expands the range of the intensity of the image by making it more precise. The last step is to insert the result into an excel sheet to record the attendance. The dataset used to train and test the system performance in this experiment is a private dataset. In this paper, the authors have proved that the proposed system is time-saving and secure. Also, the PCA algorithm outperforms other algorithms where there are unintentional changes in a person like accessories or beard. This paper proposes the PCA algorithm as a feature selection and SVM for the classification, different from the project that uses the PCA algorithm for feature selection and classification.

Khrisnan [15] proposed a system that uses a PCA algorithm to automatically detect student attendance, store the faces in the database, and retrieve absentee list to overcome the shortcomings of manual attendance. The system uses an eigenface approach to perform face recognition. This method analyzes and calculates eigenfaces, which are faces composed of eigenvectors. The method also compares the eigenfaces to identify the presence of a person and its identity. As a first step, the system needs to be initialized with a set of training faces. Then, when the face is detected, the eigenface is calculated. The system then compares the eigenvectors of the current face and the stored face image and determines whether the face is identified or not. Students must be in front of the camera at a distance of at least 60 cm. The system will detect the student's image, convert it into grayscale, and store it in an XML file. When the student reappears before the camera, faces are recognized by comparing the eigenfaces of current and stored images. Then the names of the detected faces are stored in Microsoft Access Database. The authors collected the dataset for testing and training by themselves. In conclusion, the proposed system could reduce the effort and manage the time effectively. The experiment results show improved performance compared to the traditional pen and paper type attendance system. This paper's goals are to successfully recognize a face and record it on the database, while the project goal is to know the performance of each algorithm.

Summing up from all of the study above, many neural networks algorithms are implemented for face recognition. Almost all of them achieved great accuracy. But still, the computational resource is a problem for most neural network algorithms. Also, the dataset size plays a significant role in the recognition accuracy of the algorithms. Meanwhile, the PCA algorithm can reduce the dataset dimensionality. But in the same condition, could the PCA algorithm reach higher accuracy?. This project is trying to acknowledge the performance of those two algorithms in terms of accuracy, speed, and implementation.

**3. CHAPTER 3 DATASET AND ALGORITHM**

**3.1. Dataset**

The dataset used in this project is the Olivetti faces dataset acquired by AT&T Laboratories Cambridge between April 1992 and April 1994. This dataset contains 40 classes and have different facial details such as the lighting, facial expressions, and accessories like glasses or no glasses. All the images were taken using a dark and homogeneous background, with the subject in an upright front position and able to withstand for some lateral movements. The image is quantized to 256 grey levels and stored as an unsigned 8-bit integer. The target of this database is an integer from 0 to 39, indicating the person's identity pictured.

The sklearn.datasets package helps the machine learning researchers to fetch large datasets that they use to benchmark algorithms. This module also includes some utilities such as load datasets, fetch reference datasets, and generates artificial data. There are three main functions of sklearn: general dataset API, dataset loaders, and dataset fetchers. This project uses sklearn.datasets as datasets that download and load larger datasets from the real world. Further detailed information about the dataset is explained later. The sklearn.datasets functions return an object called Bunch. The Bunch object is a dictionary that has key as an attribute.

Figure 3.1 SKLearn

As stated above, the dataset is managed as the training and testing data. Because of that, the dataset must be split into two parts. To do this process, sklearn.model\_selection.train\_test\_split is used. The train-test split is a technique for evaluating the performance of a machine learning algorithm. There are some parameters in this quick utility, such as test\_size, train\_size, random\_state, shuffle, and stratify. The test\_size parameter represents the proportion of the dataset to be set as test subsets, likewise, with the train\_size parameter. These parameters should have some variation in the experiment to measure the algorithm's accuracy, and there is no absolute value. It all depends on the dataset and the project's objective found from experimental trials. The random\_state parameter controls the shuffling applied to the data before splitting. This parameter intends to control the random number generation used so that consistency is ensured. Integer random seeds 42 is used to fill this parameter. The shuffle parameter is to determine whether or not to shuffle the data before splitting. The last parameter is stratify, which does a split. Our dataset has a various number of data for each class. It is advisable to splits the dataset into the train sets and test sets in the same proportions of data in each class. As shown in the Figure 3.2 below, the splitting proportion is equal for each class. In this way, the train and test sets contain all of the classes on the dataset.

Figure 3.2 Stratify Illustration

Meanwhile, the ORL dataset used for the PCA algorithm is processed from the image data type. This data was obtained from the kaggle by Marlon Tavarez with 400 images that will be manually split into two parts: the training and the test sets. The images data are already labeled with the image id and the person id, separated by the underscore symbol (\_). For example, label 10\_1 means the photo with id ten (10) belongs to person number 1. Later, these images are switched into the ndarray shape.

Figure 3.3 ORL Image 10\_1.jpg

**3.2. Deep Neural Network**

Artificial Intelligence (AI) is a technology developed to 'think' like the works of the human brain. Inside AI, there are other subfields: machine learning, expert systems, and natural language processing, to name a few**.** However, machine learning is the most popular field at this cultural moment [16], and Deep Neural Networks (DNNs) are currently the state-of-the-art ML algorithms [17]. The DNN is a machine learning member with multiple layers between the input and output layers. Each layer of DNN uses the output from the previous layer as input which is very similar to how the human brain transmits information from one neuron to another. Figure 3.4 [18] shows the typical architecture of DNN consists of an input layer, some hidden layers, and the output layer.

Figure 3.4 Typical Architecture of DNN

The model used in this project is a sequential model. The sequential model is suitable for a plain stack of layers with only one input tensor and one output tensor. This model allows us to build a model layer by layer. Each layer has weights that correspond to the layer that follows it. Those multiple layers are non-linear processing units, often called activation functions, used for feature extraction and transformation. There are some activation functions such as Rectified Linear Activation (ReLU), Logistic (Sigmoid), and Hyperbolic Tangent (Tanh). Meanwhile, this project uses the ReLU and softmax activation function. More details are explained below.

ReLU is an activation function that has a biological and mathematical base. It works by thresholding values at 0, i.e., as shown in Figure 3.5 ReLU activation function [19], when the output value is less than 0, convert the value to 0. Conversely, it outputs a linear function when the output value is more than 0, unlike the tanh and sigmoid activation functions, which approximate a zero output, e.g., a value very close to zero but not an actual zero value. The ReLU also did not require exponential calculation, so the computations are cheaper [20]. Emphasized by Krizhevsky et al. as cited in Wu and Deng, 2016, the ReLU function's advantages include faster training speed, decreased saturation problems, a smaller number of epochs, and usually fewer samples.

Figure 3.5 ReLU Activation Function

The softmax function is used to calculates the probability of each target class from all probable target classes. It is used as the activation function of the output layer of a neural network model that predicts a polynomial probability distribution. The probability is used to determine the target class for the specified inputs. This probability values are ranged from 0 to 1, and if we sum all of the probabilities, it will equal to 1. Later, the calculated probabilities will be used for determining the target class of the inputs. If we use the softmax function for the multi-classification model, it will returns the probabilities of each class. Here in Figure 3.6 [21] show a graphical representation of the softmax activation function.

Figure 3.6 Graphic Representation of Softmax Function

Figure 3.7 below shows the softmax function formula that calculates ratio of the exponential of the input value and the sum of the exponential values.

Figure 3.7 Softmax Formula
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![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF0AAAAUCAYAAADvJjFnAAAACXBIWXMAAA61AAAOzAGdjFp3AAADk0lEQVR4nO1ZPZKqQBD+puodBQwsToAnGE02IjWTEBIzQjMTCdlsUyISmRPgCSgC4S79etDdRcFdYf2pV2+/QIUZp5tvur/u0T9EhF88Fn+e7cD/iBuSXlE4WWOURZCAuN26DaiQJkkBq74YYxl5MO5l6464EemKQneFeGchuM2CFzBCwETrTVWuoLXyEMm7GrwL+pPO0eZytCHP8WoFoEhypEnhRSYhX9/BxQakFP8gxy30J116IpIHKUmfFmaKknzD8vIk8z/EIHmpwjmKIIP3FD2tSIV7vGQ/0XNFrpjitWPE3pTIPEO05k9WyPmTZVmc5PzJcvDWrCkVz5nzHB63eDxnFXjjoOzysT/pVUjzImDHnkN4GG4x825QQBcblMvZya3tfA7MjO75TGJWS+nRj4kJ0x1peUW9KeYUSAmZPPila47ppsfxU/QknY3NfXZgAddNaPwSwauNcPSpLQodC0rBNCUZxu03RWeYHwNxHOtLspw3RK2ovAZSROdkcDDFmthOv/X85rUhZo5NfrxHBX5WlXDWLJA2lpQvC2CaQEWSzru5y6SzE+6aCyYTmXMeOiXLiWEILyMtK2cwhJTcVcj2yGB02fcyQTc00YRax3CW2dXzy2LHr87B1X0tPKcTzDFsxNhXvAFnydNNOj/whDPtjXtuncYKgqZrBa9v4VQuiWmXcjbBEUJnvX1f+0PtNOytctboC8rSOf/VxiI9ytzIunCs36Eo+e170g8SYgV0WPDDwIBORUaCqG+LMcD+IDsNi9uY7WXf14k6+2LUdXQRYGke79dR7SNRvKlX0NQmXa3h72zYiQs3yQljrsKc2vfQ6E483L6idezgKmUxuF2ODvpWhRMyzURnD0m+n5Xg7kVArGyycehyLqFFeq1P9lk79EA82n4VcpvHBbmvLcMLsPCnn9GtN4Rbuo980xLJGTo229/t1vRdgQ4p6o+hWtvX/mBN11FuIcgGPGm1R0f5/BxmydrZ3XWiRbox0svkJ1W3Uor0dvaOvAFaO8j+QE1/j/Kote6hD/fBvbw+hFUh3O3spD2tSeWNDGoNV3x+MLm7eh/nzfR5NO2uE+1I5wcoN1qvBHyb9Ym1KVje8ZfDp9nXUc5N37UtSzzHJOazwfuJlGM8LT/8oqIet3g8rwutk5bHM0wbnfJi3LEfvgaPsc8HnuxSq3F2HjFYq7OvHPpqrTZ+/8R4An5JfwL+ApFo6nIIVd64AAAAAElFTkSuQmCC)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHYAAAAUCAYAAABYm8lAAAAACXBIWXMAAA7LAAAOzAGspDbGAAAEa0lEQVR4nO1ZPZKqQBD+qHpHgQ0sTgAnGE2MTMmcEBMzQzITCTHblIhkmRPgCSgC4S7zegb3iYo/sOrWs/x2q9Zle7p7pqf762b/SCnxxuvhz2878MZjcJ/AilC6SQFb/zLAPPJhAsZddDdRCcmXif6Yk53PR9l5AdwpYz+woENmdMiCG3IpfETsPpqbEMsAGGdKt1GF7sPsvAK6B5ayk1N2Is+xtheQETPAmPGs8x1Y9U/zw0a+rQBmPsny/4XugWW+EbFKhu4S6Um6CJnkKyrF93HuxPR8gsDjKGzIARXjDUp6+g5sG3qV4ir0UCwy+Af8VkkRbqlSPpD3TN/Ist1nwWW8tX6mT3G2FyC3bdhUgXLqEhafkSoCR/taIoiJ0w/2RmtdWkufbFqf03rYkyPep7XcQ4Cdfqpwn5QM58/nivxN/tboHtgqlF6xAO3xYPNh+IWR/9hmpgpDWfo7Lk9oW+OfZCv57A2RT0rai2nU+l1peSHKzJd6H7RXvlTtoKoOg1MVdPCZoqJvfa4Fi38oetJPBLcQDPb6Vf9h8fTf349xWf4GfxvoGFilfEYbmoLzRA7GEXzdyHiYxUAcx0pI2pNPRDvj90WBgHMkyCUGn7qJ6q+rRLFRsdlfDsXb2BT7Ak8VIorUAcZylh+vZ/pve5jGaOLIWbxFBUYHLZCsSX+618/GU2CYQERMspMEIBq7KH+Dvw2cD6y+rdQk0W3NyeCkpNJrmoafSVWCD2D6mSGPH/4Ubfb9yMiuLvw9lOrkMal/qbbkuYNJky2sAT2ZIRFUPo+Ttqv8FbQHlg7V9UCcEunSKmDI4VLA7zpbEA8aw/UVoSlSGeHgBvex39kWM+YrR1pBiDlTpaxCGKzhrEqcZtMNIJ+DtYNpuqOjspAbxYHNVDI/drN+C8oCl+W7+dsS2Lrc2guJb56pHe4x0LDIkLJri9zTfg9b5miBaTyE56qXK2v6WiEddeRtXVli6N5pusD8h/3cJXTx9zSwYonZxoGTcPBEcRl1ZlQGzZbO6yF4mn3qMK0hKIWRaa6OEKmst7jK6hYOPAPNwzUP6WbGSr7X3xnd/D0JbLWlq+cct+3Pw9Psi4RuPJXmZgTYmJ4Me3GagulTRs126zU/xjh4h6J5FO3l+Jp8R3/bOfZMp9UZfTm2j/2+tu6JZiA0P25QNDeieXSKRduluSYvurlyEljdQpN7zZtTCSHVleicQX14r6/9rrbaOk6dFQ5Wt/Ck4tav0cFYV33FjcAxg6YVOUwEjWW7uVbNM9N0d7HquXdGPFnqFx9X5K2B7OLvacbSAZUrxRUGZo4jHZs6tfkDb/lv2VdvsUpI7rlwE1vaaqzKbaz0WFfbqiohv5YJipzGGPpe8gKD8VyO6MbpOxd7cGOa27/fPFHOpeXeVxaVSDnJuEmt305RXujsL8rf4G8TraX4IXNpBzzNvmp8svOGTJMZ9YhFjcrpWlxauxMyWJShPZRt7wQuyV/3t4n3P9pfFO/Avij+Arh03lhbRjfHAAAAAElFTkSuQmCC)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHYAAAAUCAYAAABYm8lAAAAACXBIWXMAAA7QAAAOzAHFtcSeAAAEsElEQVR4nO1ZMZKyTBB9VH1HgQ0oTqAnmDUxMiWTEBMzQzOTJRyzTYlIhBPgCSgC4S799wysiyuswo+7Vda+4PsWppk3TPe87sZ/RIQ/PB/+/fYC/vAYjOPYJKBplMPhP7PMxnvqwwSMUea+4PHI2GaY6Isj4MRIpRif5wkw2oldrCV8E0biGbRLfEgx1sxNzBGnEkIFDQdTYD2E5CnQ37G8oR6fTj6a2DsbkDoxwjd8PVjSKZvAXo+9zBpCGKLmCSJgJh/E8wTo71h2ohS8sdMd4uaxLNnhO3a4s8DaHHGFbSgPyOc+/EfI/ZNgkBSXgYt8k15urMkOVyeI8+A0KJH6j/NusgPWo53WkpJgh23YVhvwmOdiy9WDwwqVsUK9czCfbcqEPHfL9zvGtQ0HvBtqG6VyKvDf5Tc1SKd9Am/KXGzi8Fh2Y67+jmViN9+w4z4nK5OEWCYfUzC18Ef2DHIMLq0ygM3bdeR/vyLxLGztQgWpUV0bZHmxSj/qijzrFYgJqUDLOKpiT5uk9XpZ6bxD93pu2XPgfBaLSjUtWN7LJ18DPR3Lk7krJljC8yKy51wwqZc6RXCjSFXFuineyEee1hxz6Y8zWa0yZRDSKrtiomivCu/PdxHzJfAaIZGCRBJhjyXixp5ejKNEsN1j8lZUxV5FaPida+e9/dZeQF6olGnMFhNahSdmEvT1UHU79iNncjRn/IKLgqXXZKKU8HVppi+NtHOigWjlhyGk/Jm8Wp6gGquF1bhn2XxnhSiRsE5aFC+f0eMhTqVywwHhkZ9/vzPIy572jCLnlg+L1rF2x/KmTl1wzpFaXhMY9LpL4PftYbS07G8YcdSTbETpQP6hXF0ocpZnB5vmPpsvZ1eaL07bU1D9dV6o/9Xz7PqdBy/LSIXBkW8s394ha2m/5uthz3u03U+wjO/OsZXcOhuqHjhPMKBnFNIg6lvlDOQfxPU/0Di94pul2XV/ry908LmwZymd7/W110oWVnXVcoO11TZLm2O55FyxJEwijpwoI9hc6bEMmh0LGR2/zX8vOD+nBbiCNWBsJ6S+hqlq9VuIOWvGHuGhhH9P19Bmr+uC+qtBMCXLipQK0VcVunJsqXLH5EZJ/kD8Nv8ZzXz54QOddxuZVW0ytwdnnVAphNXF1qdIPb+vZPmetGn1tNf0GyxXr62q0Z5jjzl6zN+NoXlvCP/YOVbn0+PlRus8uMSmQ3rLQ4ijCkptP8NiskJ4ERkVnJeWNzN72mvCL4HWwJVjq6Igu4jUwX3qgLw3mH/0HCsM7l7oNUog6+OQqP5nGdeBkVAQWEoi6zUltFux2+O0XqeJqh05oPT9qh25aJGqPnSFNxT6w8hH+9Jhr3LrYXZRSOlA6gi06xPLG1S8Ke02sJpw7uC8sVnfGeVj4Af5yzKhwy5Cnh31j0U7L4c9X9OMI0ptrJAFYs/FdBqRo9ouJ0bRqMzzkMdChxwn08XMIi6qvr6G6adGAY/cqcf5F6Rs3orzu1z9EH7TXvOBzl+e+KzGRfvetEqxIqCRvgEMwU/xm6YwqhZKov2sm+zcFO3KKzi/3u4UdI/f+i7ffBNos6/z+b34+6H9SfHn2CfFf7N6zguhEVAMAAAAAElFTkSuQmCC)

Then, sum all three exponentials to obtain the normalization term.
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From the value, we can see that z2 dominates the normalization term. The next step is to divide each of the array values to z2.
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Three output values lie between 0 and 1, and also they sum to 1.

**3.3. PCA**

In 1991, *Turk and Pentland s*uggested an approach to face recognition that uses dimensionality reduction and linear algebra concepts. This approach is commonly used as it is computationally less expensive and easy to implement. Principal component analysis (PCA) is a technique used to reduce the dimensions of a dataset. This method works by transforming a large set of variables into smaller ones containing most of the information while minimizing information loss. Smaller datasets make data analyzing easier and faster for machine learning. PCA is one of the oldest and most widely used algorithms. The PCA can be divided into five main steps.

1. Normalize the dataset

Subtract the mean of each variable from the dataset to normalizing them. This step means that we are removing the "common features" we got from the mean of the dataset.

1. Compute the covariance matrix

To know if there is a correlation in the input dataset's variables, compute the covariance matrix of normalized data. It's the value of covariance that matters. If the value is positive, then the two variables are correlated. If negative, then it is uncorrelated

Figure 3.8 Covariance Formula

1. Compute the eigenvectors and eigenvalues from the covariance matrix

From the covariance matrix, compute the eigenvectors and eigenvalues. Eigenvector is a nonzero vector that does not change direction when a transformation is applied. Meanwhile, the eigenvalue is a scalar associated with eigenvectors. Let us assume A is an "n × n" matrix, λ is an eigenvalue of matrix A, and x (a nonzero vector) is called an eigenvector if it satisfies Ax= λx expression.

1. Sort the eigenvalues in descending order and select a subset from the rearranged Eigenvalues matrix

Each column in the eigenvector matrix corresponds to a principal component. Principal components are new variables constructed as a linear combination that uncorrelated, and most of the information within the initial variables is squeezed or compressed. Arranging the eigenvalues in descending order of their eigenvalue will also set the principal component by their variability. Then, select a subset or from the arranged eigenvalue that captures the highest variability.

1. Transform the data

Compute a dot product between the transpose of the eigenvector subset and the transpose of the normalized data. The outcome of this step is data that is reduced to lower dimensions.

**4. CHAPTER 4 ANALYSIS AND DESIGN**

**4.1. Analysis**

One of this project's goals is to find the performance of the DNN and PCA algorithms in terms of accuracy and speed. The analysis process involves the following steps:

1. Fetch the ORL faces dataset using sklearn and split it into training and test sets
2. Create the DNN model; this model uses ReLU and softmax as its activation functions
3. Train the dataset using the model that has been compiled
4. Calculate and analyze the accuracy of the DNN algorithm with the given circumstance
5. The dataset used for the PCA algorithm is in the image format, so we need to convert them into the ndarray data type
6. Calculate the mean face of the dataset. The mean face is the average feature of the datasets
7. After that, find the normalized faces by subtracting each face in the dataset by the mean face. This normalized face is an extracted or unique feature of each face
8. Calculate the eigenvector using the covariance matrix of the normalized faces matrix
9. Select best eigenvector as much as K, where K is less than the total training images and can represent the whole training set
10. Convert lower-dimensional K eigenvectors to the original face dimensionality
11. Calculate weight vector for each face
12. Calculate the distance between the weight of each input vector and all the weight vectors of the training set
13. Calculate and analyze the accuracy of the PCA algorithm under the given circumstance
14. Compare the accuracy between the DNN and the PCA algorithms

**4.2. Design**

Python is used as the primary computing language for this project. The reasons for choosing Python are because of its one of the most accessible programming languages available. It has simplified syntax, which gives more emphasis on natural language. Due to its ease and various tools, Python codes can be easily written and executed faster than the other programming languages.

The code of this project is run in the Google Colaboratory or Google Colab. Google Colab is a hosted Jupyter notebook that does not requires setup. The reason of using Google Colab is because it is an excellent tool that provides free access to Google computing resources such as Tensor Processing Unit or TPUs and Graphical Processing Unit or abbreviated as GPUs.

The dataset used for the PCA algorithm is stored in Google Drive, while the dataset used for the DNN algorithm is directly fetched using the sklearn library.

As the first step, we're going to implement the DNN algorithm using the Keras library. Keras is one example of a deep learning API written in Python, running on TensorFlow's machine learning platform. It was developed with a focus on enabling fast experimentation. The core data structures of Keras are layers and models. The simplest type of the model is a linear stack of layers called the Sequential Model.

Before starting the learning process, we need to fetch the dataset using sklearn datasets and split it into a train and test set using the sklearn model selection. Preprocess the train and test set with the help of sklearn preprocessing, which standardizes a dataset along any axis. The next step of the process is to create the model. The model used is a sequential model consisting of 9 layers with softmax and ReLU as the activation functions. Compile the model with the RMSprop optimizer. RMSprop is a gradient-based optimization technique used in neural networks training. Gradients in a very complicated functions, such as neural networks tend to explode or may disappear as the data is propagating through a function. RMSprop addresses this issue by normalizing the gradient using a moving average of the quadratic gradient. After the model is compiled, start the training and evaluate the loss and accuracy of the model using the test data.

Figure 4.1 DNN Implementation Flowchart

Next, implement the PCA algorithm. The image dataset is stored on Google Drive, so we need to integrate the Google Colab by mounting the Google Drive. Convert all of the image datasets into ndarray using the NumPy library. NumPy is a Python library used to manipulate arrays. We need to find the mean face of the dataset to remove all the dataset's common features. By subtracting each face image from the mean face, we get each image's unique feature, called normalized images. PCA is done by decompose the covariance matrix, so compute the covariance of the normalized images and find the eigenfaces. Then, find a K number of significant eigenface that can represent the whole training set. They must not leave out any important information about the data that we have. Then, calculate the weight of each eigenface. These weights are the proportions of each eigenface to make up each person's face in the dataset. Then we analyze the accuracy by giving the algorithm a test set.

Figure 4.2 PCA Implementation Flowchart

Now, after we implement the DNN and PCA algorithm, compare and analyze these two algorithms in terms of time and accuracy in given circumstances.

**5. CHAPTER 5 IMPLEMENTATION AND RESULTS**

**5.1. Implementation**

For the DNN algorithm, we utilize the sklearn.datasets library to fetch the ORL dataset. Line number 1 is used to import the Olivetti faces from the sklearn.dataset library. The parameter of return\_X\_y is set to true, which returns (data, target) instead of a Bunch object. The following line stores the data fetched to the variables X and y.

The next step is to split the dataset into training and test sets. Here we give the parameter X and y, which contains the data and target. The test\_size is going to be varied. The first proportion is 0.1, then 0.2, 0.3, and lastly, 0.4. Set the stratify and random state to improve the precision of the sample and control the shuffling before applying the split.

Scale the data simply by passing the train X and test\_X variable to preprocessing.scale command.

Then, create the model architecture. The model used is the sequential model with softmax and ReLU activation functions. Here we add the layers one by one. First, we add the dense layer. The dense layer isthe regular deeply connected neural network layer most commonly used for neural networks. The Dense layer supplies all the outputs from the previous layer to all its neurons, and each neuron provides the output to the next layer.

The unit parameter of the dense means the dimensionality of the output space is 200. The input dimension of the first dense layer is 4096, which is the total number of pixels from the dataset, a face image with a size of 64 x 64 pixels. Kernel regularizer is a function applied to the kernel of the weights matrix. Input parameter l2 means that we use the L2 regularization penalty. The L2 regularization penalty is computed as: loss = l2 \* reduce\_sum(square(x)).

The next layer is the dropout layer. The Dropout layer is randomly sets input units to 0 at each step during training time. After the model is done, it is compiled with the rmsprop optimizer. For the loss function, this project uses sparse categorical crossentropy. It is the default loss function for multi-class classification problems where each class is assigned a unique integer value from 0 to (num\_classes *– 1*). The last parameter of this compile command is metrics. These metrics contain a list of metrics to be evaluated by the model during training and testing.

Figure 5.1 DNN Model Summary

After that, train the model and count the time consumed to run this code. This training step will be repeated by changing the dataset split ratio parameters. First, apply the 90:10 ratio by passing 0.1 to the validation split parameter. In the same way, use the 80:20, 70:30, and 60:40 ratios. Evaluate the model for each training.

Figure 5.2 Training History

Now after the DNN algorithm is implemented, it is time to implement the PCA algorithm. The first thing to do is to split the dataset into the training and testing set. After that, find the mean face of the training set.

Then, find the normalized matrix by subtracting each face of the training set from the mean face. This normalized image contains only the unique features of the faces.

The next step is to find the eigenvalues and eigenvectors. To find these values, we need to count the covariance of the normalized image first. The covariance matrix is a square matrix denoting the covariance of the elements with each other.

Sort the Eigenvalues in the descending order and the corresponding Eigenvector to arrange the principal component in descending order of their variability. Select K number of Eigenfaces to reduce the data to K number variables.

Then, transform the data by dot the transposed reduced data and training data. Then transpose the result. By transposing the outcome of the dot product, the data is reduced to lower dimensions from higher dimensions.

Find the weight for each normalized data. This weight tells us how important that particular Eigenface is in contributing to the mean face.

Finally, recognize all the test images and analyze the accuracy of the recognition results.

**5.2. Results**

The experiments are done several times with different dataset split ratio parameters for both algorithms. All of the results can be seen from the tables below.

Table 5.1 DNN Algorithm Result

Figure 5.3 DNN Accuracy Model

Figure 5.4 DNN Loss Model

The results above show that the larger the training data, the more accurate the DNN algorithm will be, so we can say that the DNN would be more optimum when the training data is more extensive. The highest accuracy is obtained from experiments with training ratios of 90% and testing of 10%. The accuracy values of these experiments varied from 90% to 97.50%, and the accuracy average after five trials is 94.50%. The accuracy and loss model shows that our model is not underfitting nor overfitting because the train and test are correlated.

Table 5.2 PCA Algorithm Result

Figure 5.5 Face Recognition with PCA Results

From the results above, we can see that the PCA algorithm's highest accuracy is 95%. It is also noticed that the value of the K variable influences the accuracy results. However, there is no certain value of K; it depends on the dataset used. The value of this variable must go through trial and error. It is also seen that number of data used for training does not significantly affect the accuracy, so we can say that the PCA algorithm is good to use when the dataset is small.

Figure 5.4 is a test with taking 80% of the dataset as training data. We can see that the PCA algorithm achieved an accuracy of 95% with the input of 40 testing images. There are two misrecognized images: a person with id ten who is mistakenly recognized as a person with id eight and a woman with id 35 who is recognized as a man with id 40 instead.

**5.3. Comparison**

The accuracy of both algorithms is relatively reliable. The minimum accuracy of the DNN algorithm is 87.00%, using 50% training data from the total dataset. Meanwhile, the PCA algorithm works better in certain K values. With 50% training data, the highest accuracy achieved by the DNN algorithms is 91.50%. With the same ratio of training data, the PCA algorithm accuracy can reach 92.5%.

As we can see, the accuracy of the two algorithms is only slightly different. The highest accuracy of the DNN algorithm is 97.50%, and the maximum accuracy of the PCA algorithm is 95%. But there are other factors we need to consider in choosing an algorithm, such as time and ease of implementation. The project's code is compiled with Google Colab, which has 12GB of RAM.

Table 5.3 Highest Accuracy of DNN Algorithm

Table 5.4 Highest Accuracy of PCA Algorithm

The DNN algorithm takes about half a minute to train data with 4096 dimensionalities, while the PCA algorithm needs three-quarters of a minute. There is no significant difference in running time because the dataset used is relatively small. So we can say that both algorithms' results are commensurable.

Talking about the ease of the implementation, the DNN is taking the lead in this project. This is because the DNN is implemented using the help of the Keras library that already has all the functions of the needed neural network components. Meantime, the PCA algorithm is done only by using a basic library such as NumPy to process and calculate the principal component. Both algorithms did not have any difficulties in terms of computation due to the small and neat dataset.

**6. CHAPTER 6 CONCLUSION**

From the experiment result, we can say that these two algorithms are equivalent. There is only a slight difference between the two algorithms in terms of accuracy and time. However, considering the convenience and running time, in this case, the DNN algorithm is preferred rather than the PCA algorithm. However, there is a chance you might choose the PCA algorithm, especially when your dataset is limited. We must thoughtfully consider the selection of an algorithm according to the needs and abilities of the users themselves. Different conditions can also affect the passage of the algorithm that is suitable for you.

Further research is needed because within this project, the DNN algorithm is implemented using Keras assistance. This might be a great advantage to the DNN result that makes the comparison unbalanced. We can also try to use the enhanced PCA algorithm to overcome various conditions, especially datasets diversity. Above that, bigger datasets are needed in order to emphasize the final results and conclusion.

More extensive research also intended to conduct the same experiment using a different face database and compare the results with our current experiment to ensure the validity of current implementation over different types and sizes of databases.