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**Abstract**

Author profiling is used to determine an author’s gender, age, native language, personality type, etc. Author profiling is a problem of growing importance in a variety of areas, including forensics, security and marketing. In this paper, I am discussing the gender and age prediction problem of the author profiling problem in English from a cross-genre perspective.
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# Introduction and Motivation

When social media and information technology are heavily influencing and impacting our lives, we rarely do have information about the creators of these information. The possibility of determining people’s traits on the basis of what they write is a field of growing interest named author profiling. Author profiling distinguishes between classes of authors by studying their sociolect aspect, i.e., how language is shared or how an author can be characterized from a psychological viewpoint. Authorship analysis aims at finding out as much information as possible about a person by analyzing the text written by that person. The profiling focuses on identifying author attributes like gender, age, native language, personality type, level of education etc. Author profiling has wide range of applications in forensics, marketing and internet security. Eg. companies may analyze the texts of product reviews to identify which type of customer likes or dislikes their products, or the police may identify the perpetrator of a crime by analyzing suspects’ writing profiles.

In the age of information overload and introduction of powerful computation systems, this area is getting increasing importance from past 3-5 years. As a result, PAN has been organizing various shared tasks on digital forensics from 2013 and author profiling is one of such task. Before PAN also, many independent groups having background of computational linguistics, statistics and computer science have tried to address this task. And they have come up with interesting findings. In this paper, I am leveraging their research and have made an attempt for finding good classification approach for author profiling task. I am also surveying different types of features which I explored but end up not using them because of various reasons explained in appropriate section.

***Problem Statement for this paper:***

Most of the previous work related to author profiling has been performed on same genre documents. Systems built on such same genre often don’t work with text of different genre. I will be focusing on age and gender prediction task of author profiling. My aim for this project is to build such a system which work genre independently. Below is the outline based on which, my profiling system will work.

***Organization of remainder of the paper:***

The remainder of the paper is organized as follows. Section 2 outlines previous state of the art work. Section 3 describes the various corpus used in this paper, how they are related to the specific task of cross genre author profiling and how I incorporated those data into author profiling task. Section 4 explains different experiments performed. Section 5 depicts the results of experiments described in section 4. Section 6 gives summary and conclusion. Section 7 outlines opportunities and directions for future work. Section 7 lists references.

# Related Work

The study of how certain linguistic features vary according to the profile of their authors has been a subject of interest from more than a decade before from different areas such as psychology, linguistics and, natural language processing.

Pennebaker et al. researched how the style of writing is associated with personality traits, studying how the variation of linguistic characteristics in a text can provide information regarding the gender and age of its author. Argamon et al. investigated the task of gender identification on the British National Corpus and achieved approximately 80% accuracy. Holmes and Meyerhoff et al., Burger and Henderson et al. have also investigated how to obtain age and gender information from formal texts.

In advent of information technology, most of the recent research is focused on various social media data which is more colloquial, less formal and less structured data like Twitter posts, Blog/Facebook posts etc.

Koppel et al. studied the problem determining an author’s gender by combining simple lexical and syntactic features, and achieved approximately 80% accuracy. Schler et al. studied the effect of age and gender in the writing style in blogs; they gathered over 71,000 blogs and obtained a set of stylistic features like non-dictionary words, parts-of-speech, function words and hyperlinks, combined with content features, such as word unigrams with the highest information gain. They obtained an accuracy of 80% for gender identification and 75% for age identification. They found and demonstrated that language features in blogs correlates with age, eg. the use of prepositions and determiners. Goswami et al. added some new features as slang words and the average length of sentences, improving accuracy to 80.3% in age group identification and to 89.2% in gender detection. Zhang and Zhang experimented with short segments of blog post, and obtained 72.1% accuracy for gender prediction.

In Author Profiling shared task at PAN 2013-16, most of the participant used combination of stylistic and content based features. Stylistic features such as frequency of punctuation marks, quotations, capital letters, n-gram POS taggers, emoticons, readability features, HTML information like number of URLs. Content based features included topic modeling using LDA, latent semantic analysis, bag of words, TF-IDF, dictionary based words, second order representations based on relationships between documents and profiles. Some participants used Information Retrieval approaches such as cosine similarity, Okapi BM25.

# Data and feature Engineering

## Corpuses

I have used 4 corpuses for this paper, they are explained in following subsections. These corpuses are available in more than 1 different language but I am using only English language.

### **PAN 2013 Blogs data**

The corpus was built using open and public repositories like Netlog with posts having labels about author demographics such as gender and age. The posts were grouped by authors. The age of authors was classified in 3 classes as: 10s (13-17), 20s (23-27), 30s (33-47). The corpus is gender balanced but imbalanced for age groups. The corpus also incorporated a small number of conversations from sexual predators together with samples from conversations between two adults about sex.

Out of total around 225000 samples, for the purpose of this paper’s study, I did a random sampling without replacement of 200 samples maintaining the distribution of age and gender population

### **PAN 2014 Data**

This corpus has 4 different sub-corpuses of 4 genres: Social Media, Reviews, Blogs and Twitter Data.

For the purpose of this task I am using only social media and reviews’ sub-corpuses.

I didn’t include Blogs because it required a heavy amount of parsing skills as the blogs were only half-downloaded giving links for full blog RSS feeds. And those RSS feeds were of different blog providers. So for each provider we would have required different parsers. So this have unnecessarily complicated the task. And also, blogs were included in PAN 2013 data.

I didn’t use Twitter either, as tweets were required to be downloaded, but I already had them from PAN 2015 and PAN 2016 data.

#### **Social Media Data**

The posts were selected from authors having at least 100 average number of words. This subcorpus is balanced by gender but has below distribution for age.

|  |  |
| --- | --- |
| 18-24 | 1550 |
| 25-34 | 2098 |
| 35-49 | 2246 |
| 50-64 | 1838 |
| 65+ | 14 |

For this subcorpus also, I am performing random sample without replacement of 200 sampled from aroung 7000 data points and preserving the age and gender distribution.

#### **Hotel Reviews Data**

This subcorpus is derived from another corpus that was crawled from the hotel review site TripAdvisor in the period of one month from mid February to mid March 2009. Short reviews with less than 10 words were removed. The final subcorpus contains around 4000 reviews and has six age classes. Corpus is imbalanced in age but nearly balanced in gender. The distribution shown as below.

|  |  |  |  |
| --- | --- | --- | --- |
| Gender | Age | Authors | Reviews |
| Female | 13-17 | - | - |
|  | 18-24 | 180 | 208 |
|  | 25-34 | 500 | 651 |
|  | 35-49 | 500 | 659 |
|  | 50-64 | 500 | 617 |
|  | 65+ | 400 | 494 |
| Male | 13-17 | - | - |
|  | 18-24 | 180 | 228 |
|  | 25-34 | 500 | 700 |
|  | 35-49 | 500 | 707 |
|  | 50-64 | 500 | 669 |
|  | 65+ | 400 | 520 |

I again used only random 200 samples from around 4000 reviews.

### **PAN-2015 Twitter Data**

This corpus contains twitter data with age and gender annotated to the tweets. Age classes were: 1) 18-24, 2) 25-34, 3) 34-49, 4) 50+. The corpus is balanced in terms of gender but skewed because of lower number of users of aged 50 and above.

Distribution is shown below:

|  |  |
| --- | --- |
| 18-24 | 58 |
| 25-34 | 60 |
| 35-49 | 22 |
| 50+ | 12 |

As this corpus has less than 200 samples, I am using all of them in my experiment.

### **PAN-2016 Twitter Data**

This was built by merging subcorpuses of PAN 2014. So I can use this data as I am not using PAN 2014 twitter data. There are 5 different age classes:

1. 18-24, 2) 25-34, 3) 34-49, 4) 50-64, 5) 65+

The corpus is balanced by gender and age distribution is shown below.

|  |  |
| --- | --- |
| 18-24 | 26 |
| 25-34 | 136 |
| 35-49 | 182 |
| 50-54 | 78 |
| 65+ | 6 |

I am again using only 200 random samples.

## Preprocessing

* I am randomly subsampling all the data to restrict the sample size to 200. But doing this doesn’t affect the distribution of the data.
* I am extracting raw text from all XML files.
* However, I am not removing any URLs/user mentions or anything such as non-dictionary words, punctuation marks etc.
* I am not processing raw text obtained from parsing because all those pre-processing is inherently handled when I am extracting features using TF-IDF and count vectorizer methods as I am keeping bound on DF.

## Feature Extraction

### **Stylistic Features**

#### **POS frequency:**

This is the most common style based feature used in almost all studies of Author Profiling. For this feature, I’m extracting POS tags from unprocessed raw text data using NLTK POS tagger. This tagger provides roughly 32 different tags. So I am mapping these into MRC POS tags which has total 10 different tags. The mapping is done as per below rule.

|  |  |  |
| --- | --- | --- |
| **POS Tag** | **Description** | **MRC Equivalent** |
| CC | coordinating conjunction | C |
| CD | cardinal number | O |
| DT | determiner | O |
| EX | existential there | *I* |
| FW | foreign word | O |
| IN | preposition/subordinating conjunction | R |
| JJ | adjective | J |
| JJR | adjective, comparative | J |
| JJS | adjective, superlative | J |
| LS | list marker | O |
| MD | modal | V |
| NN | noun, singular or mass | N |
| NNS | noun plural | N |
| NNP | proper noun, singular | N |
| NNPS | proper noun, plural | N |
| PDT | predeterminer | *O* |
| POS | possessive ending | O |
| PRP | personal pronoun | U |
| PRP$ | possessive pronoun | U |
| RB | adverb | A |
| RBR | adverb, comparative | A |
| RBS | adverb, superlative | A |
| RP | particle | R |
| TO | to | *C* |
| UH | interjection | I |
| VB | verb, base form | V |
| VBD | verb, past tense | V |
| VBG | verb, gerund/present participle | V |
| VBN | verb, past participle | V |
| VBP | verb, sing. present, non-3d | V |
| VBZ | verb, 3rd person sing. present | V |
| WDT | wh-determiner | O |
| WP | wh-pronoun | U |
| WP$ | possessive wh-pronoun | U |
| WRB | wh-abverb | A |

Where, N- Noun, J- adjective, V – Verb, A – Adverb, R- pReposition, C – Conjunction, U – pronoun, I – Interjection, O – Other

I did this for two reasons, to reduce the dimensions of 32 NLTK POS to 10 Common English Language POS, and the other reason was to use MRC Contextual Status of the token.

I build TF vectorizer which takes care or normalization across documents.

#### **Word Count, Character Count, Sentence Count**

* Word count is inherently handled in POS frequency when I use TF for normalizing.
* I didn’t use character count and sentence counts because of the inappropriate format of data. It was not possible to normalize this information, so I discarded them.
* Punctuation mark frequency is also handled in POS.

#### **Readability Features**

I explored different readability features as they were used in some papers of PAN competition. But I found that of no use because they were not representative of Gender and also for Age, they could have helped for age range of 3 – 18 years. So they can’t be used for age prediction task as well.

The papers which used this information didn’t quite gain any advantage using these features. Their performance was avg to below avg only.

#### **MRC Contexual Status**

These features can provide stylistic information about the text. According to this features, a single word can be classified into following categories:

* Specialised,
* Archaic,
* Capital,
* Dialect,
* nonsEnse,
* Foreign/Alien,
* rHetorical,
* erroNeous,
* Obsolete,
* Poetical,
* colloQuial,
* Rare,
* Standard,
* nonce Word

Though I wanted to use these strongly, it turned out to be infeasible because of missing labels in MRC Database and many of the words fell into Standard category. So the distribution turned out to be very skewed and as it would have impacted the machine learning heavily, I didn’t use this feature.

### **Content based features**

I wanted to use these features as less as possible because all online social media has little topic bias. Eg. Teens will talk more about sports and gadgets, middle aged people will talk about job, economy, politics. As my project is for cross genre, content based features can’t work quite well in formal settings like Formal communication, Newspaper articles, research papers etc.

#### **N-gram TFIDF**

This was also a common approach by almost everyone in PAN competitions and other studies. I used unigram and bigram as features.

For TFIDF, I am removing ‘English’ stop words and putting a bound on min and max document frequency to restrict features based on proper token only. I am eliminating tokes having document frequency of >0.5 and <0.5. This gave me appropriate tokens which are actually proper words and found in dictionary. So incorrect words and slangs are eliminated to quite an amount.

#### **Other content based features which were explored but not used**

* Sentiment Analysis: I did not use this because I thought it would be very biased features for Hotel Review genre. As, most of the reviews will be either positive/neutral. And other genres are more tend to neutral irrespective of age and gender. I should have quantified this assumption but because of lack of proper library for sentiment analysis, I was not able to.
* Topic Modelling using LDA: The same reason why I am avoiding content based features.

### **IR features**

### A few participant used IR based features such as Cosine Similarity, and Okapi BM25. This can be implemented using java based library Weka and can’t be using sklearn or other Python based open source libraries. However, only before couple of days, I found about python based GraphlabCreate library which implement both of these features and also has support for recommendation systems. But because of time constraint I didn’t use this.

# Experiments

For all the experiments, I am doing training on one type of genre and tasting the model on different type of genre. So I am not performing cross validation or some kind of resampling techniques.

ML algorithms I am using are as follows:

1. Naïve Nayes: It works great with text data and provides really good baseline.
2. Logistic Regression: Works well for binary classification. So using it for Gender prediction only.
3. Random Forest: It provides good accuracy as it’s an ensemble technique.

I am evaluating both the content based and stylistic features separately.

In one experiments, I am training on social media data and testing on rest of the genres because social media has highest number of TfIDf features.

In other experiments, I am training on review data and testing on rest of the genres as that data should be topic neutral.

I am also not making any modifications to age category to standardize them across different corpuses because they’re quite overlapping and the inconsistency is well handled during finding errors.

# Results:

Check last pages

# Conclusion:

It can be seen that both content based and stylistic features works equally on cross-genre gender prediction and performance little more than baseline of 50% accuracy. However, stylistic features work better compared to content based features for age prediction task. Also training genre affects the results in age prediction.

# Future Work:

This experiment was not able to distinguish between cross genre age and gender prediction. So the future task will to include more such features and also experiment with large sample size and also with other features like IR based features.
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