1. 通过计算训练样本的协方差矩阵的特征值和特征向量求得
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![](data:image/x-wmf;base64,183GmgAAAAAAAEAQgAIACQAAAADRTAEACQAAA8ECAAACAAUBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAkAQCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8AEAAANAIAAAUAAAAJAgAAAAIFAAAAFAJaAbsAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBId0AAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAiAAAAwUAAAAUAsAB1QEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8Eh3QAAAAAQAAAAtAQEABAAAAPABAAAVAAAAMgoAAAAACQAAACgpPSgpKCkoKQCsAYoAcwKsAboBrAFIAqwBAAMFAAAAFALAAa4IHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAACgX8J1JRwKpgAACgAAAAAAKfBId0AAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABseQADBQAAABQCFAEUDRwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwSHdAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAVHm8AQUAAAAUAiMCZQEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8Eh3QAAAAAQAAAAtAQAABAAAAPABAQATAAAAMgoAAAAACAAAAGlpaWlpaWlprAH9AqwBugGsAa0BRwK8AQUAAAAUAsABWAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8Eh3QAAAAAQAAAAtAQEABAAAAPABAAASAAAAMgoAAAAABwAAAFhuVW5uVm5pBwKEAiUCZgOIAWwCAAMFAQAAJgYPAAACQXBwc01GQ0MBANkBAADZAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgGDWAAGAAkAAwAbAAALAQACAINpAAABAQAKAgCCKAACAINuAAMAGwAACwEAAgCDaQAAAQEACgIAgikAAgCBPQACAINVAAMAGwAACwEAAgCDaQAAAQEACgIAgigAAgCDbgADABsAAAsBAAIAg2kAAAEBAAoCAIIpAAIEhLsDbAMAGwAACwEAAgCDaQAAAQEACgIAgigAAgCDbgADABsAAAsBAAIAg2kAAAEBAAoCAIIpAAIAg1YAAwAbAAALAQACAINpAAABAQAKAwAcAAALAQEBAAIAg1QAAAAKAgCCKAACAINuAAMAGwAACwEAAgCDaQAAAQEACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAcIQCKAgAACgCCHGYcghxmHCEAigJQ0RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

KPCA方案针对PCA方案对线性数据无法很好的分类，采取的方案是KPCA核函数映射方案，将数据映射到高维空间中进行降维之后，再通过SVM线性分类器进行分类或者其它的操作。

PCA方案能够做的最好的是特征选取，对高维数据进行降维。现实中的SVM等分类器对于高维数据进行分类困难很大，对于高维数据进行降维之后，在使用线性分类器进行分类。而对于有些情况下，PCA进行降维之后的数据无法线性可分，那么使用线性分类器是于事无补的，因此提出的是KPCA方案，KPCA方案先经过先将数据映射到更高维空间，在高维度空间做PCA得到线性分类曲面，对数据进行先升后降维的操作，最后通过SVM线性分类器做出线性分类的操作。

而我的大论文中的方案是直接将PCA映射坐标轴的距离之值当作是数据检测的标杆，通过双重检测进行异常数据的检测。KPCA方案也是利用最大的非相似度来计算阈值做数据的异常检测。

可以做的点，根据SVM做一个基于马氏内核的SVM-Mahas异常数据检测模型。

PCA使用距离向量来做识别，我们可以当作是一类无监督的学习方案，使用已知数据的特征来做数据值的区分。一类无监督学习方案。

SVM需要找超平面的映射，PCA方案找的是最能反应数据特征的坐标轴的方向。

**使用距离PCScore来衡量数据的相似度**

RBF方案高斯方案的核心是使用高斯内核函数来计算，它考虑的是欧式距离并没有考虑节点间数据的相关性质！

**而马氏Maho距离使用的是特征距离来衡量节点之间的核函数关系，相关矩阵和核函数**