**DQN实战——以东方非想天则格斗AI为例**
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**[摘 要]** 当下深度强化学习非常火热，而DQN算法作为其中举足轻重的算法，具有非常高的研究价值。仔细检索，可以知道将DQN算法应用到很多小游戏上都有很好的成果，而将DQN算法应用到格斗AI 这样较为复杂的实时策略同步博弈情况下的研究成果非常少。因此，本文将以利用DQN算法实现东方非想天则格斗AI为例，探讨将DQN算法应用到格斗AI上的困难与挑战、解决方案和措施。这将为后来制作格斗AI的研究者提供良好的思路和启发。
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**第一部分 引言**

一、研究背景

强化学习是一种用于解决智能体与环境交互的决策问题的学习范式。早期的基于表格的强化学习算法，在处理简单的二维表格世界问题时表现良好，但在处理复杂问题时表现不佳。[1]因此，我们在学术平台上检索利用DQN玩游戏的文章，发现的大多是那种玩简单的小游戏的文章；而以关键词“DQN + 格斗AI”进行检索，所得结果甚少。这是因为，深度强化学习面临着普遍的问题，比如实时性、复杂信息决策、稀疏奖励、随机性和状态动作空间大等问题，而这些问题将在我们的研究中凸显出来。

二、研究意义

回合制的游戏AI，例如AlphaGo、麻将AI（Suphx）等等，已经取得了举世瞩目的成就。而实时性AI，例如王者荣耀AI（绝悟），也有能和职业玩家抗衡的水平，然而其实现依赖于大量数据和强大计算资源。[2]我们研究的东方非想天则AI，具备实时策略同步博弈的特点，同时我们仅靠个人电脑完成实验。在有限的条件下，我们聚焦于博弈方法的设计及策略目标问题的优化等等，实现了一个很强的格斗AI，该研究将为后续研究提供良好的思路和启发。

**第二部分 基础知识**

一、游戏环境

东方非想天则是一款出色的格斗游戏。其游戏背景设定在一个充满东方幻想元素的世界。画面和角色设计融合了传统的东方元素，包括古老的神话、武侠风格以及奇幻的设定，为玩家呈现了一场别具一格的东方风格的格斗。玩家需要操控特定的角色，与对手进行格斗，使用复杂的连招和绚丽的技能，战胜对方。游戏中的基本动作如下表所示（括号内为按键）：

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 进攻型： | 普通攻击（Z） | 远程轻攻击（X） | 远程重攻击（C） | / |
| 移动型： | 上（↑） | 下（↓） | 左（←） | 右（→） |
| 防御型： | 站防（向后） | 蹲防（同时向下向后） | / | / |
| 技能型： | 切换技能符卡（S） | 释放技能（D） | / | / |

玩家通过战斗，最终使得对方血量先减少至0的一方获胜。

二、实验设置

我们的实验平台是个人电脑，我们获取了东方非想天则游戏到本地，利用vscode环境跑实验。我们通过侵入游戏内存地址获取游戏参数，为了简化状态空间，我们忽略了对格斗双方影响相同的增益，如游戏中的设定“天气”等等，最终将输入简化为14个，即双方的编号、血量、蓝量、技能符卡量、位置横坐标、位置纵坐标、动作状态，其中动作状态包含各个基本动作以及简单组合。我们调用DQN算法进行训练，以胜率为基本指标，以双方血量变化和胜率为基本奖励（reward），尝试了使用不同的神经网络参数进行训练，取得了不同阶段的成果。

三、强化学习算法

DQN 法是一种基于深度学习的强化学习算法，最初由 DeepMind 团队提出。其来源可以追溯1992年由Watkins 提出的 Q-Learning 算法，Q-Learning 是一种基于动态规划的强化学习算法，该算法通过迭代更新状态-动作对的 Q 值来学习最优策略。[1] DQN算法在强化学习方法的基础上增加了深度卷积神经网络，实现了从高维数据到动作空间的端到端映射[3]，在游戏AI领域表现出良好性能。

**第三部分 实现过程**

一、第一代——防御型

我们首先研发了第一代东方非想天则格斗AI——防御型。在多代的训练过程中，我们注意到该AI在面对掉血时受到了过量的负反馈，导致其采用一种持续防御的策略来减少即时的负反馈，这完全并不是理想的行为表现。

为了解决这一问题，我们采取了一系列调整和改进措施。其中之一是调整奖励机制，特别是增大了对于成功打掉对方血量所给予的奖励比例。通过这一改变，我们的目标是激励AI更积极主动地攻击对手，而不仅仅是被动地采取防御措施。

通过提高对成功攻击的奖励，我们期望AI能够更好地理解进攻性策略的重要性，并在实际对战中更灵活地应对对手的行为。这一调整在后续的实验和训练中得到验证，使得第一代防御型AI的行为更加多样化和适应性更强。这个解决方案的思路是通过优化奖励机制，引导AI在训练中更好地理解游戏目标，并更主动地追求成功攻击。这种调整不仅提高了AI的学习效率，也使其在实际游戏中展现更为出色的表现。

二、第二代——局部最优型

我们然后研发了第二代东方非想天则格斗AI——局部最优型。然而，在训练到后期时，我们观察到该AI开始过度依赖某一特定招式，因为该招式能够获得相对较大的正向奖励。这导致AI逐渐陷入一种局部最优的状态，表现出缺乏多样性和灵活性的问题。

为了解决这一问题，我们采取了一系列创新性的解决方案。其中之一是引入对于重复使用相同招式的负奖励机制。通过为频繁使用的招式施加负向奖励，我们的目标是鼓励AI更加多样地运用其技能，避免过度专注于某一特定招式而忽略其他潜在有效的策略。此外，我们调整了奖励函数的权重分配和超参数大小，确保正向奖励不仅仅依赖于某一招式的效果，而是更全面地考虑多个因素，也使得AI能够探索更多的状态。这有助于平衡AI在决策中的权衡，使其更灵活地适应不同的战斗场景。通过这些改进措施，我们的目标是使第二代局部最优型AI在实际对战中表现得更为多样化、灵活且具有挑战性。

三、第三代——全面优秀型

在制作过程中，我们迈向了第三代《东方非想天则格斗AI》——全面优秀型。通过前两代AI的经验和教训，我们致力于创造一种更加全面、灵活且优秀的格斗人工智能。在第三代的设计中，我们对训练框架进行了深刻的改进，以使AI更好地理解游戏规则、对手行为，并制定更具战略性的决策。以下是第三代的一些关键改进：

（1）优化奖励机制： 我们进一步细化奖励机制，考虑到更多的游戏因素，包括板边位置、技能连击、防御敌人进攻、反击成功等等。通过精心设计的奖励机制，我们旨在激发AI更广泛的游戏策略，并在不同场景中作出更为智能的决策。

（2）全局学习： 针对第二代中局部最优的问题，我们引入了全局学习的概念。通过更广泛的训练数据和更强大的神经网络结构，第三代AI能够更好地理解整个游戏的动态，避免陷入单一策略的困境。

（3）动态调整超参数： 我们实现了动态调整超参数的算法，使得AI能够在不同阶段自适应地调整学习速度和决策权重。这种动态性的调整有助于适应游戏的发展和对手的变化，使AI更具应变能力。

（4）加快训练速度：我们的游戏运行一场平均需要1分钟左右，这是比较庞大的时间，因此很难在短时间内训练多代。我们考虑了加速游戏进程、加快训练一代中止条件（仅剩百分之30血量时就判定胜负）等等方案，取得不错效果。

和已有的研究论文提到的一样，我们的实验过程中也出现了一些有趣的现象：人工智能越来越倾向于选择更稳健和多变的格斗方法。[4]我们的AI自己学到了知识，它会在敌人距离自己远的时候倾向于释放远程技能，也会主动尝试并且记住一些连招等等。

通过这些创新性的改进，我们的第三代AI在全面性、灵活性和战斗智能上取得更大的突破，最终胜率已经非常可观，可以比较轻松地战胜该游戏本身自带的最高难度AI。

**第四部分 综合与讨论**

一、reward函数的设计

根据对东方非想天则实时动作状态而做出奖励的方式，容易出现奖励值稀疏的问题，这是因为动作的奖励值不是孤立存在的而是不断累加的，而奖励值设定的目标也不相同。为解决奖励值的稀疏问题，最有效的方法是对DQN 算法模型 的奖惩函数进行优化。[5]

我们的最终reward考虑了如下情况：

（1）敌人血量减少（权重较高）和自己血量减少（权重较低）

（2）自己重复出招给惩罚

（3）防御掉敌人攻击给奖励

（4）打出combo对敌方造成大量伤害给出奖励

以及一些细微的方面。这样的reward函数已经比较符合我们的需求。

二、全面优化

（1）图象辅助格斗

我们虽然能够直接侵入内存获取游戏参数，但是例如对手发射的子弹这样的变化状态多的参数并不能轻易获取。而进行图象捕捉和传入进行决策面临着效率低的问题。于是，我们着手优化图象处理的流程，采用了高效的图象处理算法，以在捕捉和分析游戏画面时降低计算负担，引入了并行计算的策略，通过同时处理多个图象帧，提高了图象处理的速度。而我们的图象仅仅起到辅助训练的作用，并非主导。

（2）改变训练对手

我们的AI在已经能打败电脑自带AI后，还进行了更多的训练。例如，将对手换为我们训练过的其他AI模型进行模型互相训练。同时，我们还尝试联机和真实玩家对战，也取得了很好的效果，进一步增强了我们的模型。

（3）细化训练

对格斗AI进行训练的时候，我们一开始的训练过于笼统。后来，我们尝试了分人物训练的方法，包括对自身人物和对手人物的独立训练，以更好地模拟实际对战情境。我们期望AI能够更加深入地理解每个角色的特点、技能和战术风格。这有助于提高AI在不同人物间的切换和适应能力，使其能够更灵活地应对多样化的对手。这类似于一种特征学习，针对每个人物，我们引入了更细致的特征学习。通过对每个人物的动作、技能和反应等方面进行深入分析，我们能够更精确地捕捉到人物个性化的特征。这种人物特征学习不仅有助于提高AI在模拟对手行为时的真实感，还增强了AI对于游戏中不同人物间差异的理解。

三、反思与不足

（1）方法较为单一

制作格斗AI，还有很好的其他想法。例如，Giovanna[6]利用基因编程制作了强大的格斗AI。就DQN算法而言，唐振韬[2]提到构建合理高效的前向模型显得尤为重要。在保证实时性的前提下, 进一步提升前向模型的系统辨识度是当前的研究重点之一。这些良好的方法，限于设备和能力，我们没有实现。

（2）模型的泛化能力不够

尽管我们的AI在东方非想天则游戏中取得了显著的成就，但我们也意识到其在泛化能力方面存在一些限制。换句话说，尽管在特定游戏环境下表现出色，但我们的格斗AI并不具备通用性，无法轻松适应其他格斗游戏或不同的虚拟格斗场景。

为了解决这一挑战，我们拟在后续研究中采取以下策略：

跨游戏数据集引入： 通过引入跨游戏的数据集，包括不同格斗游戏的信息。通过让AI学习并适应不同游戏规则和战术风格，我们试图提升其在不同游戏环境中的泛化能力。这种方法旨在使格斗AI更具通用性，能够在不同游戏中表现出相似的高水平格斗技能。

模型结构调整： 我们对AI的模型结构进行了调整，以更好地适应不同格斗游戏的特征。通过引入更灵活的模型设计，我们希望提高AI对于不同游戏中规则和战术变化的适应能力，从而增强其泛化性。

**第五部分 总结**

通过对DQN算法在东方非想天则格斗AI上的应用，我们实现了我们制作的三代该格斗AI的发展，不断优化奖励函数和训练框架。在讨论中，我们强调了奖励函数的多因素考虑、全面的优化策略，以及对模型泛化能力的反思。未来，我们计划引入跨游戏数据集和调整模型结构，以提高格斗AI的通用性。这一研究为格斗AI领域的研究，特别是在有限资源和能力情况下的个人探索和研究，提供了思路和启示。
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