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1. Statistical learning methods
2. inflexible method is better as there are enough data points and not many predictors and so the formula to describe f is simple as there aren’t many coafficiants.
3. flexible learning method is better as there are too many predictors to account for
4. flexible learning method is better as it’s not a simple relationship i.e. has many coafficiants, many streight lines and so trying to apply a inflexible learning method might fit the traning data well but be not useful for prediction.
5. a felxible method as the high variance in the epsilons tells you that this is probably a complax relations and f is highly non-linar.
6. Descriptive analysis

OralExamResults<-c(4, 1, 4, 5, 3, 2, 3, 4, 3, 5, 2, 2, 4, 3, 5, 5, 1, 1, 1, 2)  
WrittenExamResults<-c(2, 3, 1, 4, 2, 5, 3, 1, 2, 1, 2, 2, 1, 1, 2, 3, 1, 2, 3, 4)  
ExamResults<-c(OralExamResults,WrittenExamResults)  
mean(OralExamResults)

## [1] 3

median(OralExamResults)

## [1] 3

getMode<-function(x){  
 uniqueResults<-unique(x)  
#broken up it is  
#uniquex - only unique numbers in vector  
#match(x, uniquex) - - how many times are each of the unique found in the vector of non-unique  
#tabulate(match(x, uniquex)) - place # times corresponding to the values in unique, into another vector  
#which.max(tabulate(match(x, uniquex))) - comparing unique with tabulate, find the unieqe that corresponds to the most in tabulate and that's the mode from your non-unique vector.   
uniqueResults[which.max(tabulate(match(x, uniqueResults)))]  
}#taken from here https://stackoverflow.com/questions/2547402/is-there-a-built-in-function-for-finding-the-mode  
  
  
  
summaryExamResults <- c(mean(OralExamResults),median(OralExamResults),getMode(OralExamResults),var(OralExamResults),sd(OralExamResults),mean(WrittenExamResults),median(WrittenExamResults),getMode(WrittenExamResults),var(WrittenExamResults),sd(WrittenExamResults), mean(ExamResults),median(ExamResults),getMode(ExamResults),var(ExamResults),sd(ExamResults))  
  
 matrixSummaryExamResults<-matrix(seq(summaryExamResults),3,5,byrow=T,  
dimnames = list(  
c("OralExamResults", "WrittenExamResults", "OralAndWrittenExamResults"),  
c("mean", "median", "mode", "variance", "standardDeviation")  
))  
matrixSummaryExamResults

## mean median mode variance standardDeviation  
## OralExamResults 1 2 3 4 5  
## WrittenExamResults 6 7 8 9 10  
## OralAndWrittenExamResults 11 12 13 14 15

cor(OralExamResults,WrittenExamResults)

## [1] -0.1869531

cov(OralExamResults,WrittenExamResults)

## [1] -0.3157895

c)a weak negative correlation between the two as it’s quite close to 0. Negative correlation, meaning that getting a low mark at 1 exam would indicate getting a better results at the other. Hence the covariance is negative, showing the above avarage of one variables are related to the lower than avarage of the other and vice versa.

d)This doesn’t imply causation, especially when doing well in one should naturally mean they can also do well in the other. There maybe other variables at play, which cause the relation or the relation observed maybe rendom. In order to establish causation, ontrolled two group studies would need to be done.

3 Linear regression a)

library(ISLR)  
attach(Auto)  
lm.fit<-lm(mpg~horsepower, data=Auto)  
summary(lm.fit)

##   
## Call:  
## lm(formula = mpg ~ horsepower, data = Auto)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -13.5710 -3.2592 -0.3435 2.7630 16.9240   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 39.935861 0.717499 55.66 <2e-16 \*\*\*  
## horsepower -0.157845 0.006446 -24.49 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 4.906 on 390 degrees of freedom  
## Multiple R-squared: 0.6059, Adjusted R-squared: 0.6049   
## F-statistic: 599.7 on 1 and 390 DF, p-value: < 2.2e-16

1. t-value is large and p-value is small. We can conclude that B1!=0 and there is a significant a negative relationship between horsepower and miles per gallon; and that for each increase in horespower unit there is a decrease of 0.16 in miles used up per gallon. In this case the intercept is ignored as if the horsepower is 0, there are no mpg being used.
2. R squared after adjusting indicates that 60.5 percent of the variation we see in mpg is explained by the difference between engine horsepower.
3. The predicted mpg associated with a horsepower of 98 would be 24.5. We estimate (with 95% confidence) that our prediction for 98, would fall not less than 23.97 and not above 24.96 mpg (B1).

predict(lm.fit,  
data.frame(horsepower=98),  
interval="confidence")

## fit lwr upr  
## 1 24.46708 23.97308 24.96108

plot(mpg~horsepower, data=Auto)  
abline(lm.fit)

![](data:image/png;base64,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) c)

plot(horsepower,mpg,  
xlab="horsepower", ylab = "mpg",  
main = "Confidence intervals and prediction intervals",  
ylim=c(0,50)  
)  
abline(lm.fit)  
newHp <- data.frame(horsepower=seq(50,250,by=10))  
p\_conf <- predict(lm.fit,newHp,interval="confidence")  
p\_pred <- predict(lm.fit,newHp,interval="prediction")  
lines(newHp$horsepower,p\_conf[,"upr"],col="red", type="b",pch="+")  
lines(newHp$horsepower,p\_conf[,"lwr"],col="red", type="b",pch="+")  
lines(newHp$horsepower,p\_pred[,"upr"],col="blue", type="b",pch="\*")  
lines(newHp$horsepower,p\_pred[,"lwr"],col="blue",type="b",pch="\*")  
legend("bottomright",  
pch=c("+","\*"),  
col=c("red","blue"),  
legend = c("confidence","prediction"))

![](data:image/png;base64,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) 5)

library(MASS)  
attach(Boston)  
View(Boston)  
?Boston

## starting httpd help server ... done

crim.1<-rep(0,506)  
y<-which(Boston$crim>median(Boston$crim))  
crim.1[y]<-1  
a<-glm(crim.1~nox,data=Boston,family="binomial")  
summary(a)

##   
## Call:  
## glm(formula = crim.1 ~ nox, family = "binomial", data = Boston)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.27324 -0.37245 -0.06847 0.39620 2.53124   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -15.818 1.386 -11.41 <2e-16 \*\*\*  
## nox 29.365 2.599 11.30 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 701.46 on 505 degrees of freedom  
## Residual deviance: 320.39 on 504 degrees of freedom  
## AIC: 324.39  
##   
## Number of Fisher Scoring iterations: 6

a<-glm(crim.1~rad, data=Boston,family="binomial")  
summary(a)

##   
## Call:  
## glm(formula = crim.1 ~ rad, family = "binomial", data = Boston)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.41951 -0.80288 -0.21392 0.05129 1.94445   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.48670 0.33063 -7.521 5.43e-14 \*\*\*  
## rad 0.37998 0.06484 5.861 4.61e-09 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 701.46 on 505 degrees of freedom  
## Residual deviance: 445.60 on 504 degrees of freedom  
## AIC: 449.6  
##   
## Number of Fisher Scoring iterations: 7

a<-glm(crim.1~ptratio,data=Boston,family="binomial")  
summary(a)

##   
## Call:  
## glm(formula = crim.1 ~ ptratio, family = "binomial", data = Boston)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.5637 -1.1256 0.1319 1.0030 1.7865   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -4.60893 0.84072 -5.482 4.20e-08 \*\*\*  
## ptratio 0.24921 0.04502 5.536 3.09e-08 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 701.46 on 505 degrees of freedom  
## Residual deviance: 667.94 on 504 degrees of freedom  
## AIC: 671.94  
##   
## Number of Fisher Scoring iterations: 4

a<-glm(crim.1~medv,data=Boston,family="binomial")  
summary(a)

##   
## Call:  
## glm(formula = crim.1 ~ medv, family = "binomial", data = Boston)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.61138 -1.15556 0.09793 1.05984 1.96521   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 1.42773 0.26642 5.359 8.37e-08 \*\*\*  
## medv -0.06404 0.01141 -5.612 2.00e-08 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 701.46 on 505 degrees of freedom  
## Residual deviance: 664.48 on 504 degrees of freedom  
## AIC: 668.48  
##   
## Number of Fisher Scoring iterations: 4

a<-glm(crim.1~tax,data=Boston,family="binomial")  
summary(a)

##   
## Call:  
## glm(formula = crim.1 ~ tax, family = "binomial", data = Boston)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.65467 -0.77580 -0.08339 0.30994 2.10786   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -4.119929 0.375267 -10.98 <2e-16 \*\*\*  
## tax 0.010708 0.001019 10.51 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 701.46 on 505 degrees of freedom  
## Residual deviance: 480.54 on 504 degrees of freedom  
## AIC: 484.54  
##   
## Number of Fisher Scoring iterations: 5

a<-glm(crim.1~zn,data=Boston,family="binomial")  
summary(a)

##   
## Call:  
## glm(formula = crim.1 ~ zn, family = "binomial", data = Boston)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.4319 -1.4319 0.4634 0.9427 1.8532   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.58076 0.10727 5.414 6.17e-08 \*\*\*  
## zn -0.09545 0.01349 -7.075 1.49e-12 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 701.46 on 505 degrees of freedom  
## Residual deviance: 559.53 on 504 degrees of freedom  
## AIC: 563.53  
##   
## Number of Fisher Scoring iterations: 6

a<-glm(crim.1~nox+rad+ptratio+medv, data=Boston,family="binomial")  
summary(a)

##   
## Call:  
## glm(formula = crim.1 ~ nox + rad + ptratio + medv, family = "binomial",   
## data = Boston)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.07406 -0.30380 -0.01456 0.00718 2.68374   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -26.03154 3.55628 -7.320 2.48e-13 \*\*\*  
## nox 30.87955 3.57504 8.638 < 2e-16 \*\*\*  
## rad 0.51220 0.10651 4.809 1.52e-06 \*\*\*  
## ptratio 0.27281 0.09517 2.867 0.00415 \*\*   
## medv 0.07199 0.02606 2.763 0.00573 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 701.46 on 505 degrees of freedom  
## Residual deviance: 254.20 on 501 degrees of freedom  
## AIC: 264.2  
##   
## Number of Fisher Scoring iterations: 8

These variables all seem to suggest a strong relationship with crime individually (nox being the most significant), with medv and zn implying a negative relationship, but combined, it seems that a high nitrogen oxide concentration, low accessibility to highwasy, teacher to pupil ration and median value of owner occupide homes in $1000s, together influence the most, a positive relation with crime, as it appears from the samll p value.

Interestingly, black on its own shows a slight negative relation which really is positive when realising that the the proportions in this data set are the results of the equation 1000(Bk - 0.63)^2 and so rearanging the formula means that where the proportion of black is now the heighest, would after rearnagment come out as 0 in the variable Bk.. However, having said that, when combining black with other significant variables, black does not matter much, suggesting that the reason black shows a relationship on its own is maybe due to that being intself corralated to the other variables that do imply a strong relationship with crime.

1. a), b), c) & d)

library(boot)  
set.seed(500)  
y=rnorm(500)  
x=4-rnorm(500)  
y=x -(2\*(x^2))+(3\*(x^4))+rnorm(500)  
length(y)

## [1] 500

plot(y~x, main = "Scatter plot of x and y", xlab = "x", ylab= "y")

![](data:image/png;base64,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)

set.seed(23)  
x\_2<-x^2  
x\_3<-x^3  
x\_4<-x^4  
  
A<-data.frame(y,x,x\_2,x\_3,x\_4)  
i<-glm(y~x)  
A<-data.frame(y,x)  
cv.erri <- cv.glm(A,i, K=10)  
cv.erri$delta

## [1] 155466.2 155338.7

ii<-glm(y~x+x\_2)  
B<-data.frame(y,x,x\_2)  
cv.errii <- cv.glm(B,ii, K=10)  
cv.errii$delta

## [1] 7451.005 7424.222

iii<-glm(y~x+x\_2+x\_3)  
C<-data.frame(y,x,x\_2,x\_3)  
cv.erriii <- cv.glm(C,iii, K=10)  
cv.erriii$delta

## [1] 61.00506 60.75021

iv<-glm(y~x+x\_2+x\_3+x\_4)  
D<-data.frame(y,x,x\_2,x\_3,x\_4)  
cv.erriv <- cv.glm(D,iv, K=10)  
cv.erriv$delta

## [1] 0.9218342 0.9207294

set.seed(46)  
x\_2<-x^2  
x\_3<-x^3  
x\_4<-x^4  
  
A<-data.frame(y,x,x\_2,x\_3,x\_4)  
i<-glm(y~x)  
A<-data.frame(y,x)  
cv.erri <- cv.glm(A,i, K=10)  
cv.erri$delta

## [1] 155791.8 155647.0

ii<-glm(y~x+x\_2)  
B<-data.frame(y,x,x\_2)  
cv.errii <- cv.glm(B,ii, K=10)  
cv.errii$delta

## [1] 7348.591 7327.531

iii<-glm(y~x+x\_2+x\_3)  
C<-data.frame(y,x,x\_2,x\_3)  
cv.erriii <- cv.glm(C,iii, K=10)  
cv.erriii$delta

## [1] 62.17963 61.85851

iv<-glm(y~x+x\_2+x\_3+x\_4)  
D<-data.frame(y,x,x\_2,x\_3,x\_4)  
cv.erriv <- cv.glm(D,iv, K=10)  
cv.erriv$delta

## [1] 0.9305837 0.9289982

Comment to a): n is 500 and x is p.

Comment to b): The scatter plot demonstartes an exponential relationship between x and y.

Comment to d) The cv isn’t the same because seed was changed.

Comment to e) Ex 5 is the smallest; yes it was expected becasue the random data was moduled based on 4th power component and so incorporating x^4 provides a much better fit for this data.

summary(i)

##   
## Call:  
## glm(formula = y ~ x)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -306.3 -277.2 -156.1 143.6 2253.2   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -2629.02 74.50 -35.29 <2e-16 \*\*\*  
## x 913.03 17.87 51.10 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 153659.7)  
##   
## Null deviance: 477702712 on 499 degrees of freedom  
## Residual deviance: 76522553 on 498 degrees of freedom  
## AIC: 7394.2  
##   
## Number of Fisher Scoring iterations: 2

cv.erri$delta

## [1] 155791.8 155647.0

summary(ii)

##   
## Call:  
## glm(formula = y ~ x + x\_2)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -475.10 -52.53 2.45 51.63 547.66   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2122.620 49.131 43.20 <2e-16 \*\*\*  
## x -1573.227 24.622 -63.89 <2e-16 \*\*\*  
## x\_2 306.231 2.996 102.21 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 6992.535)  
##   
## Null deviance: 477702712 on 499 degrees of freedom  
## Residual deviance: 3475290 on 497 degrees of freedom  
## AIC: 5850.2  
##   
## Number of Fisher Scoring iterations: 2

cv.errii$delta

## [1] 7348.591 7327.531

summary(iii)

##   
## Call:  
## glm(formula = y ~ x + x\_2 + x\_3)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -11.839 -5.639 1.009 4.245 52.241   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -588.4433 11.8523 -49.65 <2e-16 \*\*\*  
## x 686.3238 9.4287 72.79 <2e-16 \*\*\*  
## x\_2 -283.0150 2.4050 -117.68 <2e-16 \*\*\*  
## x\_3 48.5304 0.1968 246.56 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 56.7041)  
##   
## Null deviance: 477702712 on 499 degrees of freedom  
## Residual deviance: 28125 on 496 degrees of freedom  
## AIC: 3443.8  
##   
## Number of Fisher Scoring iterations: 2

cv.erriii$delta

## [1] 62.17963 61.85851

summary(iv)

##   
## Call:  
## glm(formula = y ~ x + x\_2 + x\_3 + x\_4)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.88395 -0.61614 0.02642 0.64776 2.70284   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.47931 3.70732 0.669 0.504   
## x -1.80641 4.12392 -0.438 0.662   
## x\_2 -0.81958 1.64709 -0.498 0.619   
## x\_3 -0.21421 0.28070 -0.763 0.446   
## x\_4 3.01385 0.01729 174.340 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 0.9105089)  
##   
## Null deviance: 4.777e+08 on 499 degrees of freedom  
## Residual deviance: 4.507e+02 on 495 degrees of freedom  
## AIC: 1379  
##   
## Number of Fisher Scoring iterations: 2

cv.erriv$delta

## [1] 0.9305837 0.9289982